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1. (a) Consider the test equation 3’ = Ay, then it follows that

kl = AAtU}n (]‘)

ke = MAt (wn + %)\Atwn) (2)

_ ()\At + % (AAt)Z) Wy, (3)

ks = MAt (wn — M\tw,, + 2 ()\At + % ()\At)2) wn) (4)

= (AAL+ (AAY® + (AAY)®) w, (5)

Wpy1 = Wy + e Atw, + 3 ()\At + % ()\At)2> W, (6)
+v (AAL+ (AAL? + (AAL)?) w, (7)

1
= (1 + (o + B+ 7)AAL + (56 + v) (AAL)? + (Am)?’) w, (8)
Hence the amplification factor is given by
1
QANAL) =1+ (a+ B+ 7)AAL + (55 + 'y) (AA)? + v (AAL)®. (9)

(b) The local truncation error for the test equation y' = Ay is given by

M — Q(NAL)

run () = 90, (10)
The Taylor Series around 0 for e’ is:
1 1
M = 14+ AAL+ 3 (AAL)?  + G (AAL)® 4+ O(AtY). (11)

Hence, this gives
M QAL = (1—a—f—7) AL+ (% — %6 — 7) (AAL)?  (12)
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and hence 7,1 (At) = O(A#?) only if

a+pB+vy = 1, (14)
1 1
- - = 1
58+ 5 (15)
1
= = 16
v 5 (16)
(17)
which have as solution
1
= — 18
04 67 ( )
2
= — 19
g =2 (19)
1
- = 20
ol : (20)
(21)

Let 1 = y and xo = ¢/, then it follows that y” = x4, and hence we get

/ 1
{L‘2+l’2+51)1:t,

22
To = T. (22)
This expression is written as
/
271 - 3:2,
2

Finally, we get the following matrix—form:

=1 AR B -

Here, we have A = 0 _11} and f = {(t)} . The initial conditions are given by

w0 =1

To this extent, we determine the eigenvalues of the matrix A. Subsequently,
these eigenvalues are substituted into the amplification factor. The eigenvalues
of A are given by —% + %2 Using At = 2, it follows that

N |+

1 1
QAL) = 14+ MAt+ §A2At2 + 6A3At3 (25)
1 1
= 1+(—1+¢)+§(—1+¢)2+6(—1+z‘)3 (26)
1 1
= - . 2



Herewith, it follows that [Q(AA¢)]> = 2 < 1. Hence for At = 2, it follows that
the method applied to the given system is stable. Note that this conclusion
holds for both the eigenvalues of A since they are complex conjugates.

(e) The given method, applied to the system 2’ = Az + f, gives
( k, = At (Awn ‘I’i(tn))

ky = At (A(w, +5k) + [ (a4 340))

(28)
ky = At (A (w, — ky +2ky) + f (tn + At))
( Wpp1 = W, + % (ky + 4ky + k3)
With the initial condition and At = 2, this gives
) o
2
El - _3
o
E2 - 1
o (29)
197
E3 = _5
o
w =
\ - _1/3

2. (a) The first order backward difference formula for the first derivative is given by

d(t) — d(t — h)
. .

Using t = 20, and h = 10 the approximation of the velocity is

d(t) ~

d(20) — d(10) 100 — 40
10 10

=6 (m/s).

(b) Taylor polynomials are:

d(0) = d(2h) — 2hd (2h) + 2h2d (2h) — @d'" (&) .

d(h) = d(2h) — hd (2h) + h—gd"(Qh) — %3d”' (&),

2
d(2h) = d(2h).



We know that Q(h) = 92d(0) + Gtd(h) + S2d(2h), which should be equal to
d'(2h) + O(h?). This leads to the following conditions:

2o+ w4 om o= 0,
200 — = 1,
20éoh + %Oélh = 0.

(¢) The truncation error follows from the Taylor polynomials:

_ 8% " (e0) — A(H 0"
d,(2h)—Q(h) _ d/(Qh)—d(O) 4d(2hf2 +3d(2h) _ _6 d (60) 2:( 6 d (&)) _ %h2dm(§).

(d) Using the new formula with ~ = 10 we obtain the estimate:

d(0) —4d(10) + 3d(20 0—4 x40+ 3 x 100
()~ 4010+ 3420 _ 0= 4x 0500 _p

(a) Newton-Raphson’s Method is an iterative method to find p € R such that
f(p) = 0. One constructs a sequence of successive approximations {p,}. Given
the n—th estimate, then p,; is obtained through linearizing around p,, and by
finding p, 41 by determining the point where the linearization (tangent) equals
zero. Linearization of f(p) around p, gives (upon neglecting the error)

f®) = f(pn) + £ (Pn)(p — Pn) =2 L(p; ), (30)

for any p provided the second derivative of f(p) is bounded and where L(p; p,)
denotes the tangent (linearization) of f(p) at point (p,, f(p,)). Then the next
point is found upon setting L(p,y1;p,) = O:

f®n) + [ (Pn) (Prs1 — pn) = 0. (31)
The above equation is solved for p, 1, and gives
f(pn)

pTL — p?’L - 9 32

which is the famous Newton—Raphson formula for root-finding. For the graph-
ical derivation, see Figure 4.2 in the book.

(b) The Jacobian matrix of f(x) is defined by

) )
J(x) = : . :
‘?CTT(X) g;:—:z(x)

The definition of the Newton—Raphson method is:
p" = p" Y — I (p ) (pY). (33)
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(c) First, we rewrite the system into the form

by setting

fi(p1,p2) == 18p; — 9ps + (p1)2,

f2(p1,p2) == —9p1 + 18ps + (p2)* — 9.

We denote the Jacobian matrix by J(p1,p2). Note that

0)
18 +2
p)=< b

J(
Using pgo) = pgo) = 0 we obtain:
I (p®)
This implies that
) -
Furthermore
£(p)
SO .
0
1 — _ _
P (o) 182 — 81

1
-9

—9
18 + 2p)

2
-9
18 )

18 9
N 9 18

)

)

(34)

(35)

(36)



