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Number of questions: This is an exam with 11 open questions, subdivided in 3 main ques-
tions.

Answers All answers require arguments and/or shown calculation steps. Answers without
arguments or calculation steps will not give points.

Tools Only a non-graphical, non-programmable calculator is permitted. All other tools are
not permitted.

Assessment In total 20 points can be earned. The final not-rounded grade is given by /2,
where P is the number of points earned.

1. We consider the following method

Wpiy = Wn + ALf (tn, wn)

Wy = Wy + At (alf(tna Wwy) + a f(tni1, w2+1))

for the integration of the initial value problem ' = f(t,v), y(to) = yo. The constants
a; and ay satisfy a; + ar = 1.

(a) Show that the local truncation error of the above method has order O(At) in general.
For which value(s) of a; and ay will the above method have a local truncation error

of order O(A?)? (35 pt.)
(b) Demonstrate that for general values of a; and ay the amplification factor is given
by
ML) = 1+ AAt + ag(AAL)2.
Q( ) 2( ) (1% pt.)
(c¢) Consider A < 0 and 1 —8ay < 0. Show that the above method is stable for all At > 0
satisfying
-1
At < —.
T az\ (2 pt.)
(d) We consider the following system of non-linear differential equations:
xy = cosxy — 2x9 +t,
xh = 3my — a3,
xl(o) = T, (1)

We choose a; = ay = 1. For which values of At is the method applied to (1) stable
at t = 07 (13 pt.)

(e) We again choose a; = ay = % Perform one time step with the given method and

At =1 to obtain an approximation of the solution of the system (1) at time ¢ =1. (13 pt.)
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2. We consider the following boundary-value problem:

—y'(x) +ylx) = 2%, z€(0,1),

y(0) = 2, (2)
y(1) = 0.
The exact solution is given by
y(r) = €e*(2 —x). (3)

In this exercise we try to approximate this exact solution with a numerical method.

(a) Show that Equation (3) indeed constitutes the exact solution of Problem (2). (1 pt.)

(b) We solve the boundary value problem (3) using finite differences with a local trun-
cation error of O(Az?), upon setting z; = jAz, nAz = 1, where Az denotes the
uniform stepsize. After discretization we obtain the following formulas:

Wy — 211)1 A 2
220 — 9elhr 2
(Az)? + wy e +Ax2’
2w, .
- (Al;])2+ S +w; = 287 for je{2,...,n—1},
—2w, + 2w, 1 n 5
— w, = 2e.
(Az)?
Give (with arguments) the derivation of this scheme. (3 pt.)
(c) Choose Az = 1/3 and derive the system of equations Aw = b withw = [wy, ..., w,|T.
Explicitly state A and b in your answer. (1 pt.)

3. To approximate / f(x) dx Simpson’s rule

[ S (r@rar (U50) 4 )

can be used. Simpson’s rule is based on the assumption f(z) ~ Lo(x), with Ly(x) the

quadratic interpolatory polynomial with nodes xy = a, x1 = “;rb and xo = b.

We know furthermore the following integrals:

/x Lio(z)dz = {

where Lyo(x) is the quadratic Lagrange basis polynomial of node zy.

(xg — LU()) if ke {0, 2},
(ZL’Q - CL’()) if k= 17

Wit ol

(a) Give a derivation of Simpson’s rule. (2 pt.)

(b) Given is that an upperbound for the truncation error of Simpson’s rule [ is

Il < = —_a)°
x)dx ‘_28807714(17 a)’,

where my = max,<,<p |f @ ($)|

Show that Simpson’s rule is exact for polynomials of degree 3 and lower. (1% pt.)

1
(¢) Approzimate / #* dz with Simpson’s rule and give the absolute value of the trun-

0
cation error in this approximation. (1% pt.)

For the answers of this test we refer to:
http://ta.twi.tudelft.nl /nw/users/vuik /wi3097 /tentamen.html



