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1. Consider the following system of differential equations

d

dt

(
x1

x2

)
=

(
−4 1
1 −4

)(
x1

x2

)
+

(
cos(πt)

0

)
, (A)

combined with the initial conditions x1(0) = 1 and x2(0) = 0 into an initial value
problem.

For this initial value problem we use the following implicit numerical time integration
method: {

k1 = f(tn + 1
2
∆t, wn + 1

2
∆tk1)

wn+1 = wn + ∆tk1.
(B)

Here ∆t denotes the time step and wn represents the numerical approximation of
y(tn) after n time steps.

(a) Show that the amplification factor Q(λ∆t) of the above integration method
(B) is given by: (21

2
pt.)

Q(λ∆t) =
1 + 1

2
λ∆t

1− 1
2
λ∆t

.

(b) Show that the local truncation error of the above time integration method (B)
is of the order O(∆t2) for the test equation y′ = λy. (21

2
pt.)

Hint 1: ex = 1 + x+ 1
2
x2 + 1

6
x3 +O(x4)

Hint 2: 1
1−x = 1 + x+ x2 + x3 +O(x4)

(c) Determine for which time steps ∆t > 0, the integration method (B), applied
to the system (A), is stable. (31

2
pt.)

(d) Calculate one step with the time integration method (B), in which ∆t = 1 and
t0 = 0, applied to (A) and use the given initial conditions. (2 pt.)



Anwers to question 1

(a) The amplification factor is defined by

Q(λ∆t) =
wn+1

wn
,

where wn+1 results from applying one step of the method to the test equation
y′ = λy.
First we calculate k1 and use f(t, y) = λy:

k1 = λ

(
wn +

1

2
∆tk1

)
⇒ k1 = λwn +

1

2
λ∆tk1

⇒ k1 −
1

2
λ∆tk1 = λwn

⇒
(

1− 1

2
λ∆t

)
k1 = λwn

⇒ k1 =
λ

1− 1
2
λ∆t

wn

Then we calculate wn+1:

wn+1 = wn + ∆tk1

= wn +
λ∆t

1− 1
2
λ∆t

wn

=

(
1 +

λ∆t

1− 1
2
λ∆t

)
wn

=
1 + 1

2
λ∆t

1− 1
2
λ∆t

wn

Finally division by wn gives

Q(λ∆t) =
1 + 1

2
λ∆t

1− 1
2
λ∆t

.

(b) The local truncation error for the test equation is given by

τn+1(∆t) =
eλ∆t −Q(λ∆t)

∆t
yn., (1)

eλ∆t can be expanded by the use of Taylor expansions around ∆t = 0:

eλ∆t = 1 + λ∆t+
1

2
(λ∆t)2O(∆t3).

1
1− 1

2
λ∆t

can be expanded by the use of Taylor expansions around ∆t = 0:

1

1− 1
2
λ∆t

= 1 +
1

2
λ∆t+

(
1

2
λ∆t

)2

+O(∆t3)

= 1 +
1

2
λ∆t+

1

4
(λ∆t)2 +O(∆t3).



This means the amplification factor can be rewritten to:

Q(λ∆t) =

(
1 +

1

2
∆t

)
1

1− 1
2
∆t

=

(
1 +

1

2
∆t

)(
1 +

1

2
λ∆t+

1

4
(λ∆t)2 +O(∆t3)

)
= 1 + λ∆t+

1

2
(λ∆t)2 +O(∆t3).

Substitution of the above in the local truncation error results in:

τn+1 =
eλ∆t −Q(λ∆t)

∆t
yn

=

(
1 + λ∆t+ 1

2
(λ∆t)2O(∆t3)

)
−
(
1 + λ∆t+ 1

2
(λ∆t)2 +O(∆t3)

)
∆t

yn

=
O(∆t3)

∆t
yn

= O(∆t2).

(c) For stability,
|Q(λ∆t)| ≤ 1,

must hold for all eigenvalues of the linear initial value problem, with Q the
amplification factor of the given method.
First, we determine the eigenvalues of the matrix A. Subsequently, the eigen-
values are substituted into the amplification factor.
The eigenvalues of the matrix A are given by λ1 = −5 and λ2 = −3.
We first consider λ1 = −5:

Q(λ1∆t) =
1− 5

2
∆t

1 + 5
2
∆t

=
2− 5∆t

2 + 5∆t
.

Applying the stability criteria results in

−1 ≤ 2− 5∆t

2 + 5∆t
≤ 1,

and multiplying with the denominator gives

−2− 5∆t ≤ 2− 5∆t ≤ 2 + 5∆t.

First we solve the left inequality:

−2− 5∆t ≤ 2− 5∆t

⇒ −2 ≤ 2

As this inequality is always true, we obtain no new information.
Then we solve the right inequality:

2− 5∆t ≤ 2 + 5∆t

⇒ 2− 10∆t ≤ 2

⇒ −10∆t ≤ 0



As this inequality is always true for ∆t > 0, we obtain no new information.
Repeating this for λ2 = −3 also results in no new information.
Therefor the time integration method applied to the initial value problem is
stable for

∆t > 0.

(d) First we calculate k1, where we use ∆t = 1:

k1 =

(
−4 1
1 −4

)((
1
0

)
+

1

2
k1

)
+

(
0
0

)
⇒ k1 =

(
−4 1
1 −4

)(
1
0

)
+

1

2

(
−4 1
1 −4

)
k1

⇒ k1 −
1

2

(
−4 1
1 −4

)
k1 =

(
−4 1
1 −4

)(
1
0

)
⇒

(
3 −1

2

−1
2

3

)
k1 =

(
−4
1

)
⇒ k1 =

(
3 −1

2

−1
2

3

)−1(−4
1

)
⇒ k1 =

1

35

(
−46

4

)
.

Then we calculate w1, again with ∆t = 1:

w1 =

(
1
0

)
+

1

35

(
−46

4

)
=

1

35

(
−11

4

)
.



2. We consider the following boundary-value problem:
−y′′(x) + 13y(x) = 1

2+x
, x ∈ [0, 1],

y(0) = 1,
y′(1) = 0.

(C)

In this exercise we try to approximate the exact solution with a numerical method.

We solve the boundary value problem (C) using central finite differences with a
local truncation error of O(∆x2), upon setting xj = j∆x, (n+ 1)∆x = 1, where ∆x
denotes the uniform step size. After discretization we obtain the following formulas:

−w2 − 2w1

∆x2
+ 13w1 =

1

2 + x1

+
1

∆x2
,

−wj+1 − 2wj + wj−1

∆x2
+ 13wj =

1

2 + xj
, for j ∈ {2, . . . , n},

−−wn+1 + wn
∆x2

+
13

2
wn+1 =

1

6
.

(a) Give (with arguments) the derivation of this scheme. (3 pt.)

(b) Choose ∆x = 1/3 and derive the system of equations resulting from this
choice. Furthermore, rewrite this system to the form Aw = b with w =
[w1, . . . , wn+1]T . Explicitly state A and b in your answer. (1 pt.)



Anwers to question 2

(a) Evaluation of the ode in x = xj and replacing y′′(xj) with a finite difference of
O (∆x2) gives

−y(xj+1)− 2y(xj) + y(xj−1)

∆x2
+O

(
∆x2

)
+ 13y(xj) =

1

2 + xj
.

Next, we neglect the truncation error and set wj ≈ y(xj) to obtain

−wj+1 − 2wj + wj−1

∆x2
+ 13wj =

1

2 + xj
, (2)

which is the second of the given equations.
At the left boundary, x = 0, we have w0 = 1, which after substitution in (2)
for j = 1 gives

−w2 − 2w1

∆x2
+ 4w1 =

1

2 + x1

+
1

∆x2
,

which is the first of the given equations.
At the right boundary, x = 1, we approximate y′(1) with a second-order central
finite-difference, which transforms the boundary condition in:

y(xn+2)− y(xn)

2∆x
+O(∆x2) = 0,

which after neglecting the errors results in

wn+2 = wn.

Substitution of the above in (2) with j = n+ 1 and division by two gives

−−wn+1 + wn
∆x2

+
13

2
wn+1 =

1

6
,

where we used xn+1 = 1 and which is the third of the given equations.
(b) We use ∆x = 1

3
, so n = 2 and then, from the given equations, one obtains the

following system:

31w1 − 9w2 =
66

7

−9w1 + 31w2 − 9w3 =
3

8

−9w2 +
31

2
w3 =

1

6

This means with w = [w1, w2, w3]T that

A =

31 −9 0
−9 31 −9
0 −9 31

2

 ,
and

b =

66
7
3
8
1
6

 .



3. Given is that the Trapezoidal rule satisfies∣∣∣∣∫ xR

xL

f(x) dx− xR − xL
2

(f(xL) + f(xR))

∣∣∣∣ ≤ 1

12
m2(xR − xL)3,

where m2 = max
xL≤x≤xR

|f ′′(x)|.

We want to approximate the integral
∫ b

a

f(x) dx using the composite Trapezoidal

rule IT .

(a) Give the formula for the composite Trapezoidal IT with stepsize h = b−a
n

that

approximates
∫ b

a

f(x) dx and show that the composite Trapezoidal rule IT
satisfies ∣∣∣∣∫ b

a

f(x) dx− IT
∣∣∣∣ ≤ 1

12
M2(b− a)h2,

where M2 = max
a≤x≤b

|f ′′(x)|. (21
2
pt.)

(b) Approximate
∫ 4

0

x2 dx with the composite Trapezoidal rule with h = 1. (1 pt.)

(c) Give an appropriate upper bound for the absolute value of the error in the
approximation in (b) and compare this error with the absolute value of the
exact error. (2 pt.)



Anwers to question 3

(a) The composite Trapezoidal method is given by

IT =
h

2

n∑
k=1

(f(xk−1) + f(xk)) .

Starting from the left of the inequality we can show:∣∣∣∣∫ b

a

f(x) dx− IT
∣∣∣∣ =

∣∣∣∣∣
n∑
k=1

∫ xk

xk−1

f(x) dx− h

2

n∑
k=1

(f(xk−1) + f(xk))

∣∣∣∣∣
=

∣∣∣∣∣
n∑
k=1

(∫ xk

xk−1

f(x) dx− h

2
(f(xk−1) + f(xk))

)∣∣∣∣∣
≤

n∑
k=1

∣∣∣∣∣
∫ xk

xk−1

f(x) dx− h

2
(f(xk−1) + f(xk))

∣∣∣∣∣
≤

n∑
k=1

1

12
m

(k)
2 h3

where m(k)
2 = max

xk−1≤x≤xk
|f ′′(x)|

≤
n∑
k=1

1

12
M2h

3

= n
1

12
M2h

3

=
1

12
M2(b− a)h2.

(b) Using f(x) = x2 and h = 1 gives:∫ 4

0

x2 dx ≈ IT

=
1

2
(f(0) + 2f(1) + 2f(2) + 2f(3) + f(4))

=
1

2
(0 + 2 + 8 + 18 + 16)

= 22

(c) We first calculate M2:

M2 = max
a≤x≤b

|f ′′(x)|

= max
a≤x≤b

|2|

= 2

This means ∣∣∣∣∫ 4

0

x2 dx− IT
∣∣∣∣ ≤ 1

12
· 2 · 4 · 12

=
2

3



The exact integral can be calculated as∫ 4

0

x2 dx =
64

3
.

This means that the absolute value of the exact error is∣∣∣∣∫ 4

0

x2 dx− IT
∣∣∣∣ =

∣∣∣∣22− 64

3

∣∣∣∣
=

2

3

This results in that the calculated upper bound for the error equals the exact
error.


