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Introduction

In April 1973 derivatives started to be officially traded on the Chicago Board Options Exchange.
In that same year Fischer Black and Myron Scholes published the first model based on no
arbitrage arguments for pricing options (Black and Scholes, 1973). This model still forms the
foundation for modern finance. Certain underlying assumptions are questionable however, e.g.
assets are assumed to follow a continuous process and no transaction costs are considered. But
most importantly, a drawback is that in the Black-Scholes world the volatility is assumed to be
constant. The invalidity of this assumption becomes clear when considering so-called implied
volatilities. The implied volatility is that volatility for which the Black-Scholes price equals the
market price. Nowadays, the market shows that the implied volatility is dependent on the strike
and the maturity of the option.

Since 1973 many other models have been introduced, including stochastic volatility models,
jump models and local volatility models. All these models try to capture the flaws of the Black-
Scholes model. Some of them have become quite popular and will be discussed in this thesis.
These different models also give rise to new problems, e.g. which model is the best or what is
the risk of the choice of model? The first problem is difficult, because it is dependent on the
users preference (each user prefers a different model). The second problem, on the other hand,
can be treated more easily. This is because model risk can be quantified.

This thesis will cover two different problems in finance. Firstly, a fast and accurate pricing
methodology for callable, i.e. early exercise, options will be developed. This methodology speeds
up the quadrature pricing technique of Andricopoulos, Widdicks, Duck and Newton (2003),
Andricopoulos, Widdicks, Duck and Newton (2004) and O’Sullivan (2004). Furthermore, we
will extend the quadrature pricing technique to Heston’s two dimensional stochastic volatility
model. The development of these techniques is done with a view on quantifying model risk.
These techniques can easily be used to price discrete barrier options and an adapted method is
applicable for cliquets.

Secondly, model risk for pricing various exotic options will be considered. When talking about
model risk, we have to distinguish between intra- and inter-model risk. We define intra-model
risk for a certain contract as the maximum price difference within one model, given that the
model is adequately calibrated to the initial market prices. These differences can arise due to
different starting values for parameters or different objective functions in a calibration. Inter-
model risk is the traditional model risk, i.e. the maximum price difference over various (ideally
all) option pricing models, given that the models are adequately calibrated to initial market
prices. Inter-model risk for equity derivatives is touched upon to some extent in, for example,
Hull and Suo (2002) and Madan (2005), whereas intra-model risk is, as far as we are aware, only
considered in Detlefsen and Hérdle (2006). This document will cover both types of model risk.

vi



CHAPTER 0. INTRODUCTION vii

For the pricing of exotic options several quantitative techniques are available. The pricing of
purely callable exotics can be done with the quadrature technique as presented in this thesis. For
the pricing of path-dependent options we will choose quadrature techniques and Monte Carlo
based simulation techniques, depending on the model and the type of payoft.

The outline of this thesis is as follows. Chapter 1 discusses several models for pricing op-
tions. A fast and accurate pricing technique for callable options will be discussed in Chapter 2.
This technique is compared to a technique of solving a Partial (Integro-) Differential Equation
(P(I)DE) numerically and with the Monte Carlo simulation, treated in Chapters 3 and 4, respec-
tively. Results and conclusions of this comparison can be found in Chapters 5 and 6. The exotics,
for which the model risk will be determined, and their pricing methodologies are discussed in
Chapter 7. Chapter 8 will give a short description of the calibration method used within this
thesis. Results of all calibrated model parameters can be found in this chapter as well as the
quantification of the model risk for the various exotic options.

0.1 Notation and Remarks

Throughout this thesis several variables and some loose notation is used. They are introduced
in this section.

Variable Description

S (t) Price of the underlying asset at time ¢

So, ST Price of the underlying asset at time ¢y and T’
K The strike price

x (t) =log S (t) The logarithm of the asset price at time ¢

To, TT The logarithm of the asset price at time ty and T
to Today’s date

T Maturity date

T=T—1 Time between ¢ and T'

r Risk-free interest rate

N() The standard normal distribution function

W (¢) A Brownian motion

| =1 , for a put option
Y= 1, for a call option
xt = max (z,0) The maximum between z and zero

A useful parameter for defining puts and calls

Table 0.1.1: Notation
Some Remarks:

e The logarithm of the underlying asset price has proven to be more useful than the asset
price itself. Therefore, most of the formulas are based on the logarithm of the asset price,

x (t).

o In this thesis expectations of some stochastic variable X are written as E; [X], while this is
actually the expectation under some risk neutral measure Q and given some filtration F;.

So,
E; [X] =B [X]| 7).
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e Many definitions of discrete Fourier transforms (DFT) exist. In this thesis the DFT f=

N T
fi o fn } of some vector f = [ fi o fn ]T is defined as
fr = Z fne~ Z (=1 (k—1) (0.1.1)
n=1

The inverse transform then reads

N

1 ~ 2mi
fi= 5 3 e, (0.1.2)

n=1
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Chapter 1

Model Descriptions

This section presents the dynamics and some characteristics of the various models used in this
thesis. Most of the characteristics are described, and not derived, because they already appear
in the literature, see e.g. Cont and Tankov (2004), Dupire (1994) and Heston (1993).

1.1 Black-Scholes Model

The Black-Scholes model, introduced for option pricing, still forms the foundation for modern
finance. Black and Scholes assume that the stock price follows a geometric Brownian motion.
The dynamics of the logarithmic stock price are

dx (t) = (u — ;a“) dt + odW (t), (1.1.1)

where p is the drift and o the volatility. The price of a European option can be calculated by
the Black-Scholes formula:

V=g (50@ (pdy) — e Tt K@ (¢d2)) , (1.1.2)
where the parameters d; and dy are defined as

log () + (r + 30°) (T~ 1)
O'\/Tfto ’
d2 = dlfo'\/Tfto

and ® is the cumulative normal distribution function. For a complete derivation of this formula
we refer to Black and Scholes (1973).

dq

For the pricing of different kinds of options, e.g. American options, it may be useful to solve
the relevant partial differential equation numerically. In the Black-Scholes world the option price
V satisfies the following equation:

oV 1 L0V 1., v
ar =2 axﬁ(’"“’)‘” (1.1.3)

The initial and boundary conditions differ for different payoffs. A detailed derivation can be
found in Wilmott (1998).
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Finally, the characteristic function reads
(;ST ((JJ) = Eto [eiwa] — Eto [eiw((T7%02)T+UW(T)):|

_ eiw('r'—%az)T—%ojsz- (114)

1.2 Heston’s Stochastic Volatility Model

Heston’s stochastic volatility model (or Heston’s model for short) allows the volatility to satisfy
a SDE. The idea to model volatility as a random variable comes from market data that indicates
the highly variable and unpredictable nature of volatility. Moreover, return distributions under
stochastic volatility models typically have fatter tails than their lognormal counterparts, hereby
being more realistic. The most cited argument to allow volatility to be random is that such
models introduce a volatility smile. In other words, it captures the problem of the implied
volatilities as described before to a large extent.

One of the most popular stochastic volatility models was introduced by Heston (1993). In
Heston’s model we consider two stochastic differential equations, one for the logarithmic asset
price z (t) and one for the (local) variance v (t) of x (¢):

<M - %v (t)> dt + /o (W (1),
Qo) = —A(v(t)—D)dt+ /o AW (£). (1.2.1)

Here A > 0,7 > 0 and i > 0 are called the speed of mean reversion, the mean level of variance and
the volatility of volatility, respectively. Furthermore, the Brownian motions Wi (¢t) and Ws (¢)
are assumed to be correlated with correlation coefficient p. The SDE for the variance can be
recognized as a mean-reverting square root process, as originally proposed by Cox, Ingersoll and
Ross (1985) to model the spot interest rate. One can easily deduce the name "mean-reverting":
if v (t) exceeds its mean T, the term —\ (v (t) — U) dt drives the variance back to the mean. The
same holds if v (¢) is below its mean.

dz (t)

The two dimensional pricing PDE for the Heston model can be deduced from hedging argu-
ments. In case of a one-dimensional model a self-financing portfolio is constructed via an option
and —A units of stocks. Whereas for Heston’s two dimensional model the risk associated with
the random volatility needs to be hedged as well. Hence, the self-financing portfolio IT consists of
an option with value V' (S, v,t), —A units of the underlying asset and, in order to hedge the risk
associated with the random volatility, —A; units of another option with the same underlying
and value Vi (S, v,t):

=V -AS - A, V. (1.2.2)

Using It6’s lemma and arbitrage arguments the following two dimensional pricing PDE is derived:
ov. 1 9*v o2V 1 L,0%V 1\ oV ov

— = v —un°— —=v)|——-Awv—-7)—0v)— —7rV. (1.2.3

or 2" 022 TP 00 T2 B T <T 2”) gp ~ A=) =) Hn -V (123)

Here 6 is known as the market price of risk. The market price of risk will be handled by the
other parameters, because the model is calibrated to the market. So, 6 can be chosen to equal
ZEro:

v 1 8V P2V 1 L8V 1\ av )%



The characteristic function reads:

b7 () = einJr:—%(ll:cje%DDTT)()\*pniw*DH%(T(A*pniw*D)*Zlog(%))’ (1.2.5)
where
D = \/(A — pniw)” + (w? + iw) 2,
A e e

The characteristic function can be seen as an (imaginary) claim which must therefore satisfy
(1.2.4). This is the key insight for the derivation of the characteristic function. For both (1.2.4)
and (1.2.5) an elaborate derivation is presented in Heston (1993).

1.3 Bates Model

Bates (1996) extended the Heston model by considering jumps in the stock price process:

dz (t) = (u - %v (t)) dt+ /v ()W (£) + e dN (£),

dv(t) = —A(w(t)—7)dt+n\o)dWa (). (1.3.1)

Here N (t) is a Poisson process with intensity £ and jy () are normally distributed jump sizes with
expectation i ; and variance 0?, INw ~ N (/Lj7 0’?). The Poisson process N (t) is independent of
the Brownian motions and the jump sizes.

Under the martingale measure the characteristic function of Bates model reads, see e.g. Cont
and Tankov (2004),

() T (A Y anis 438 (T mis ) 21on( =277

1,2.,2

x egT(ew'ﬁw 1) (1.3.2)
where k = E [ejN(t) — 1].

The Bates model has eight parameters while the Heston model has only five parameters for
calibration. Because of these three extra parameters the Bates model can better fit the observed
volatility surface, but stability over the parameters over time is more difficult to achieve.

1.4 Variance Gamma Model

The Variance Gamma (VG) process was first introduced in financial modelling by Madan and
Seneta (1990) to cope with the shortcomings of the Black-Scholes model. The VG process is
obtained by evaluating a drifted Brownian motion at random times given by a gamma process.
The three parameters determining the VG process X (¢; 0, v, 0) are: the volatility o of the Brown-
ian motion, the variance v of the gamma distributed time and the drift 6 of the time-changed
Brownian motion with drift. The dynamics of the process are

dx (t) = —adt + dX (t;0,v,0), (1.4.1)
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where —a is the drift of the logarithmic price of the asset and the VG process X (t;0,v,0) is
defined as
X (t;0,v,0) =0y (t; L,v) + oW (v (t;1,v)). (1.4.2)

Here 7 (¢;1,v) denotes a gamma process with mean 1 and variance v. The gamma process has
the important property that increments are gamma distributed:

vy(t+s;Lv)—v(s;1,v) ~G(t,v).

From Cont and Tankov (2004) and Almendral and Oosterlee (2006) it is known that the
pricing PIDE and the characteristic function are

oV oV oo oV
= r— — _ o y oV
5 = "o rV + —foc [V (x+y)—V(r)—(e¥ - 1) 2 k(y)dy (1.4.3)
and
¢T (w) = ei‘*’(r""%/ IOg(l—gv—%azv))(T—to)—% log(l—iweu-ﬂ—%mzcrzu)(T_to)7 (144)

respectively. In (1.4.3) k (x) is known as the Lévy density and has the form

1 e M1l .

2 ife>0
k(z) = Vﬁ\zlz
(@) {,{“" if 2 <0

||

where the positive parameters A1 are given by

ALt = +—+—.

The parameters A and A_ are the maximum and minimum allowed moments, respectively. So,
Eq, [S (t)k} < 00, if and only if A_ < X < Aj.

For any sensible model we must at least have that the forward, By, [S (t)], exists, therefore we
must have A; > 1.

1.5 The Local Volatility Model

The previous models discussed so far try to capture the flaws of the Black-Scholes model by
adding a stochastic process, i.e. Heston assumes the volatility to be stochastic, Bates has a
stochastic volatility and a stochastic jump process, and the VG model has a stochastic time.
This section discusses a model, which was firstly presented in Dupire (1994), that deals with the
volatility skew by introducing a deterministic volatility function. By this we mean that no extra
random variables are involved. The dynamics of this model are

dz (t) = (M —lo(a(t) ,t)2) dt + o (x (t),t)dW (t), (1.5.1)

where o (z (t),t) is a deterministic function of the logarithm of the underlying and the time and
is known as the local volatility function. The local volatility function equals

O'(.'II t)2 _ 2%0(35,15,15) +,U,%C($7I,t) + (T *[L)C(IE,J?,t)
’ %C’ (z,z,t) — %C’ (z,z,t)

(1.5.2)



A detailed derivation is presented in Appendix A. In Dupire (1994) a local volatility function as
a function of the spot price, instead of the logarithm of the spot price, is derived.

The pricing PDE of the local volatility model is equivalent to the Black-Scholes PDE and
reads ov o?V 0
=@ G+ (7" —lo (m)?) V. (1.5.3)
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Chapter 2

Fourier Pricing Techniques

This section provides a detailed description of a novel technique for obtaining option prices based
on Fourier transformations. Using Fourier transforms for the pricing of options is a relatively new
approach in finance. Although it is already extensively described in literature, see e.g. Heston
(1993), Carr and Madan (1999) and Bakshi and Madan (2000). The ability to solve options
with early exercise opportunities is very recent. The idea for the algorithm described in this
thesis originates from Lord (2005). Part of the research on this new approach is provided in this
chapter. In section 2.1 we discuss the novel technique for one-dimensional models. This idea
can be extended to multi-dimensional models. This is described for the Heston model in section
2.2. During the implementation several computational problems occurred. A discussion on the
computational aspects can be found in section 2.3. Finally, an extrapolation technique to price
American options in presented in section 2.4.

2.1 Pricing with Fourier Transforms for One-Dimensional
Models

2.1.1 European Options

As discussed in Cox and Ross (1976), a perfect hedge can be formed by a European option and
its underlying stock. The option can be valued by determining the discounted expected value of
its payoff assuming risk neutrality. The European price is then

V(2,T) = e 7T, {((p G K))*} : (2.1.1)
This equation can be written as an integral:
[ee)
V(z,T) = e @0 [ g(ap) f (2r|2)dor, (2.1.2)

where g (1) = (¢ (e*T — K))* and f (zp|z) is the transition probability density from z at tg
to xp at T, such that 7 — x can be interpreted as the logarithmic return from time ¢y to 7T
The models for which the routine as described here can be devised, satisfy

f(zr|z) = f(2),

where z = x7 — z. Examples of such models are the one-dimensional exponential Lévy models.
The key insight to fast pricing is the notion that, apart from the discounting, (2.1.2) represents

8
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a correlation of g with the density function f. Premultiplying (2.1.2) by the factor e, ensuring
that the Fourier transform exists, and taking its Fourier transform gives

er(T—to) |y (w—ia) = er(T—to) f cilw—ia)zy, (z,to) dz:
= T e T g (ar) f (ol 2) dorda
=T T emimeg (o) (=) deda
—00 —00
_ f f ei(wfia)ng (z7) efi(wfia)zf (2) dzdzr
= ei(wm)ng(xT)me i efi(wfia)Zf(z) dz
= J(w—ia)f(—(w—ia)). (2.1.3)

Note that f() is the characteristic function, f() = ¢p () and g(-) is the Fourier transform
of g (xr). The characteristic function is known explicitly. The other integral § (w — ia) can be
calculated with any kind of numerical integration method, which is based on uniform grids. With
non-uniform grid based numerical integration methods, e.g. Gaussian quadrature, we loose the
applicability of the DFT. The computation of the continuous Fourier integral is described in
detail is section 2.3.1. Finally, the option price V (z,T') can be found by inverting the Fourier
transformed option price:

e—o@o—r(T—to) oo

Vi, T)=—7F— ] e (w — i) f (= (w — ia)) dw. (2.1.4)

Because the integrals are evaluated numerically we end up with a vector of option prices. The
option price for some spot value Sy = € can be found by any interpolation method, e.g. by
cubic splines, or by choosing the grid such that zq is a grid point.

2.1.2 Bermudan Options

A Bermudan option is an option which can be exercised on some prespecified exercise dates.
Denote the set of exercise dates as T ={t1,...,tnm}, th < tp41. With g (z, tx) the exercise payoff
at ty, € T, just like the previous section, C' (x, t)) the continuation value at this date and V' (z, tx)
the option value, we have, with C (x,t)) = 0,

V(z,ty) = max(g(x,tg),C(x,t), k=1,..,M, (2.1.5)
C(z,ty) = e "n=WEV (z,t41)], k=1,.., M.

Notice that (2.1.6) can be approximated with the method described in the previous section. The
price of the Bermudan is found by solving (2.1.5) and (2.1.6) M times.

An American option can be exercised at any time before maturity. In other words, it is a
Bermudan option with an infinite amount of exercise dates. So, when choosing M very large an
approximation for the American price is obtained. Alternatively, an extrapolation method exists
to keep the number of time steps limited. This method is known as Richardson extrapolation
and is discussed in section 2.4.
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2.2 Pricing with Fourier Transforms for Heston’s Model

For the Heston model the pricing with characteristic functions becomes more complicated than
for one-dimensional models. In case of European options it can be treated similarly to the Black-
Scholes model, however the pricing of callable options, e.g. Bermudans or Americans, is more
difficult.

2.2.1 European Options

Recall that the price of a European option can be calculated as (see equation (2.1.1))
V (z0,v0,T) = e "Ry, [g (xr)], (2.2.1)

where g (xr) presents the exercise payoff. The main difference between Heston’s model and
Black and Scholes’ model in case of European options is that the transition density as described
in section 2.1.1 is not only conditioned on the initial logarithmic stock price, but also on the
initial variance. So, equation (2.2.1) in integral form reads

V (20,0, T) = e "(T—t0) [ g(zr) f (zr|z0,00) d . (2.2.2)

Obviously, the same methodology as in section 2.1.1 applies to calculate expression (2.2.2).

2.2.2 Bermudan Options

The pricing of Bermudan options, or any other callable option, tends to be more complicated.
This is because the exercise payoff at any time before maturity is dependent on the variance
at that particular time. This section discusses this problem and presents a method to price
Bermudans under the Heston model.

Now, consider a European style option with its payoff dependent on the underlying and the
variance at maturity. With g (xr,vr) the payoff function, the forward value of the option can
be computed as

F(SI?(),UO) = Eto [g (mT’UT)]

o0 o0

[ [ g@r,vr)p(z0 — x7,v0 — vr) dordor, (2.2.3)
—0o0 —0o0

with p (zg — x1,v9 — vr) being the transition probability density from xy and vy at ¢ to zr
and vy at T, and where zq, vg, 7 and vy represent the logarithm of the initial stock price, initial
variance, the logarithm of the stock price at maturity and the variance at maturity, respectively.
In the two-dimensional case the transition density cannot be written in terms of the changes in
the logarithmic stock price and the variance. So, the identity p (zo — z7,v0 — v1) = p (22, 20),
with 2z, = 7 — 29 and z, = vy — vy, does not hold in general. Instead, we use the following
lemma.

Lemma 1 The transition density for Heston’s model (1.2.1) can be written in terms of the
change in the logarithmic stock price and the variance at maturity, given today’s variance:

p(xg — x1,v9 — vr) = p (22, V7| V0) , (2.2.4)

where z, = x7 — Xo.
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Proof. We use the Gil-Pelaez inversion formula on the conditional characteristic function. For
the derivation of the two-dimensional conditional characteristic function of the Heston model,
we need to refer to advanced results from Duffie, Pan and Singleton (2000), which indicates that
for affine diffusion processes the characteristic function of 7 equals

Eto [eiwaJri{vT] — eA(w,E,‘r)+B(w,f,'r)fbtoJrC'(o.),gfr)vto7 (225)

where 7 =T — ty and A, B, C constants to be determined. Obviously, at 7 = 0 we have

ET [eisz—FiEUT] — eiUJ$T+iEUT — eA(W’§>O)+B(W7570)zT+C(‘*’*E*O)vT’ (226)

leading to the following boundary conditions:

A(w,€,0) 0, (2:2.7)
B(w,§,0) = iw

and
C (w,€,0) =if. (2.2.9)

Since z (t) does not appear in the SDE for v (), in neither the drift nor the volatility, it can be
shown that B (w,&,7) = iw. Using the Gil-Pelaez inversion formula, we then find the following
expression for the transition density:

p(xo — 2, v — UT) — j’o Re (eA(w,g,'r)JriwmtO+C(w,£,'r)vt0 efimefigvT) dwd§
— 00

1 o
N
2i j’o 7’0 Re (eA(w,g,‘r)—iwzm+C’(w,§,7)vt0—i&vT) dwdf,
T —00 —o0

which clearly depends on z, vy, and vp. The fact that the characteristic function is conditioned
on time ty completes the proof. m

With Lemma 1, (2.2.3) can now be written as

F(z0,v0) = [ [ g(zr,vr)p (20, vr|v0) dzpdvr, (2.2.10)
which equals
F (zo,v0) = [ [ g(zr,vr)p (2] v7,00) Po (V1] v0) d2gdvr. (2.2.11)
—00 —00

Here p, (vr|vp) is the transition density of the variance. Feller (1951) has shown that the density
of vr conditioned on vy reads

(a—1)

pu (vr|vg) = ce” "7 (%) A (2\/%) , (2.2.12)

where ¢ = 2/ ((1 —e*T)n?), b = cvoe ™, @ = cvr and a = 2X\v/n?. Here I, (z) is the
modified Bessel function of the first kind, see e.g. Abramowitz and Stegun (1972). Premultiplying
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(2.2.11) by e*®0 and taking the Fourier transform, we find

~

F(w—ia,v) = [ etlw—ia)zo f f g (xp,vr) p (22| vr,v0) Po (V7| Vo) dzpdvrdzg

— 00 — 00 —O0

[ [ [ @i %og (g vr) p (2| vr,v0) po (vr| v0) dzedvrdzg

—0o0 —00 —OQ

f f f ei(w—ia)ng (xT7 UT)

—00 —00 —O0

—i(w—ia)zg

€ p(zw|UT7UO)pv (UT|U0) ddeUTdJ?T

oo 00
— f f elw (16 wT (xT;'UT) de
—00 —00

f e —t(w—ia)zy (zz|UT,'U0)dZm'pv(UT|v0)dUT

jfo g (w—io,vr) - p(— (w—ia)) - py (vr|vo) dvr, (2.2.13)

where p(w) is the characteristic function of the logarithm of the stock given vy and given vr,
which is known analytically:

N , ) £ (e — 0 — NT(T— A 1 1.
p(w) _ ezw[T(T tO)JFZ(’UT vo—AT(T to))]q) <UJ (np _ 2) 4 52&)2 (1 _ p2)> , (2214)
with ® (a) the characteristic function of f s)ds given vy and given vr. In Broadie and Kaya

to

(2004) it has been shown that

v (a) e~ 3 (v(@)=A)(T~to) (1 _ e—/\(T—tO))

@ (CL) = A (1 o e—’y(a)(Tfto))
< e n2 I _e—MNT—tg) 1—e—Y(@)(T—tg)

4y(a)e” Sv(a)(T—tg)

I%dfl |:VUOUT 2(1—e=(0)(T—t0))
x (2.2.15)

1. NG, e DT

sd—1 0 Tnz(l_e—A(T—tO))
where v (a = /22 = 22ia, d = 4v\/n? and I, (z) is the modified Bessel function of the first

kind. A derlvatlon of (2.2.14) is presented in Appendix B.

Notice that for a Bermudan option, we need to define a grid in both the log-stock direction
and the variance direction (as both are not known for future exercise dates). In other words,
for every time step and "initial" variance we need to calculate (2.2.13) to determine the price of
a Bermudan. The integral in (2.2.13) can be calculated by any numerical integration method,
e.g. by the trapezoidal rule. Denote the number of grid points in log-stock direction by N and
the number of grid points in variance direction by J, then the computational complexity of the
Fourier transform g (w — i, vr) is O (N log N). The numerical integration method is O (J). So,
the complete computational cost of equation (2.2.13) is O (JN log N). This computation needs
to be done for each exercise date and "initial" variance, resulting in a total computational cost
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for a Bermudan of O (M J?Nlog N ) The number of grid points in variance direction, J, may be
kept small by using Gaussian quadrature and non-linear grids. More on this topic can be found
in section (2.3.4).

2.3 Computational Aspects

This section details on some computational aspects of the implementation of the methodology
described in the previous sections. Firstly, the computation of the continuous Fourier integral
will be treated. Then we discuss the computation of a complex logarithm and we end with a
suggestion on how to compute integral (2.2.13) efficiently.

2.3.1 Computing the Continuous Fourier Transform

This section discusses two numerical techniques to approximate the continuous Fourier transform.
Both are based on uniform grids and use the FFT algorithm to increase the efficiency. Recall
that the Fourier transform of h (z) is defined as

h(w) = jf 9T () da (2.3.1)

Newton-Cotes

The Newton-Cotes method is a collective name for a number of quadrature methods, e.g. the
trapezoidal rule or Simpson’s rule. In a general form the Newton-Cotes method for the continuous
Fourier integral can be written as

N
h(w) =" €= h(z,) bpAz + O (h7), (2.3.2)
n=1
were z, = L+(n—1)Azforn=1,..,N, Az = % and b,, is used for the boundary correction.
Note that with these settings the integral is truncated at L and U. Both b, and j depend on
s ,forn=1N
_ : _ 2 B} ’
the type of Newton-Cotes method, e.g. for the trapezoidal rule b, 1 otherwise and
j = 2. In order to apply the DFT, w needs to be discretized conform the following equality:
W =w1+ (Mm—1)Aw for m=1,..., N, (2.3.3)
where Aw = NQXI This gives
h(wm) = Z b (x,) by Az + O (hj)
n=1
N
— Z ei(wl+(m—1)Aw)(L+(n—1)Aac)h (mn) boAz + O (h])
n=1
N
_ Z ei(m—l)(n—l)Qﬁ—i-L(m—l)Aw—&-wlwnh (mn) boAz + O (hj)
n=1
N , '
—  Lm—1AwA, Z i m=1)(n=1)3F cwizn p, (20) by + O (h]) ) (2.3.4)

n=1
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Usually the grid is chosen to be symmetric and so wy = —%Aw. Notice that the first part of
the sum looks like the inverse DFT as defined in (0.1.2), which can be computed by the FFT.
So,

~

h(wp) = X M=VAY AL - N -ifft (e*1*h (x) b),, + O (). (2.3.5)
Here we define
eviti h (xl) bl
et = : ,h(x)= : b= © |,
evIrN h(zn) bn
ifft(-),, is the m-th element of the inverse Fourier transform and all vector multiplications are
pointwise.

Kernel Functions

Not uncommonly, the calculation of accurate numerical values for the Fourier integral is quite
difficult. The reason for this is that these integrands may be highly oscillatory as pointed out in
the following example.

Example 1 Consider the integrand of (2.3.1), where h(x) is the standard normal probability
density. The real part of this integrand has the form cos(wz)h (z) and the imaginary part
sin (wz) h (z). In general h(x) is not oscillatory, which results in an oscillatory nature for both
the real and imaginary part. This can be seen in the following plot:

0.4

0.2} R

0.1} R

cos(wx)
o

0.1 R

0.2} -

0.3 R

0 8 6 4 2 0 2 4 6 8 10

Figure 2.3.1: The oscillatory nature of the Fourier integrand

Approximating such an integral by any kind of Newton-Cotes formula may be inaccurate,
because Newton-Cotes formulas only evaluate the integrand at fixed grid points. Increasing the
number of grid points results in a finer mesh in the real domain, however in Fourier space the
step size remains equal and the grid size increases. In other words, the integrand needs to be
evaluated for higher values of w, which gives rise to an even more oscillatory integrand. Here
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we will present an accurate method, which overcomes this problem (Press, Teukolsky, Vetterling
and Flannery, 1992).

Let us first truncate the integral at L and U. Divide the interval [L,U] into (N — 1) subin-
tervals, where N is the number of grid points, and define

U-L

A —
TTNZT

Tn=L+(n—-1)Azx, h, =h(z,) andn=1,...,N.

Given the sample points h,, we can approximate the function h (z) everywhere in the interval
[L,U] by interpolation from nearby points n, e.g. by linear interpolation. The formulas for
such interpolation schemes are (piecewise) polynomials in the independent variable z, but with
coefficients that are linear in the function values h,,. Interpolation can be viewed as a technique
to approximate a function by a sum of kernel functions times sample values. Let us write

hcw::é;hmﬁ<$;§")+- 3 lM¢n<x;;”>, (2.3.6)

n=endpoints

where for linear interpolation we have

1+4s ,for —1<s<0
P(s)=4q 1—s ,for0<s<l1
0 , otherwise

and

(s) = —1—-5s ,for —1<s<0 (s) = s—1 ,for0<s<1
Pils) = 0 , otherwise PPN S = 0 , otherwise

Notice that in the first sum of (2.3.6) we have included all the points, so the ¢,’s are actually
differences between true endpoint kernels and the interior kernel 1. Application of the Fourier
transformation to (2.3.6) gives

n=endpoints

v, T —x v, T —x
hn 1WT n d hn WT n d
[ (T )aes X mlea () o

n=endpoints L

2
(= ©

Q

N
Azeiwl | W (wa) Z ei(71*1)WAxhn + Z hy o, (wa) . (2.3.7)

n=1 n=endpoints

Here W (wAz) and o, (wAx) are defined by

W(whz) = [ c“hey(s)ds, (2.3.8)
an (WAzZ) = Ofo ei“A“goj (s—n+1)ds. (2.3.9)

—0o0
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The key point is that (2.3.8) and (2.3.9) can be evaluated analytically for any given interpolation
scheme. For the linear interpolation scheme we have

2 (1 — cos (wAx))

W (wAx ,
( ) (UJAJ?)Q
o1 (wAr) — wAZ s (WAD)) +cos (wAw) — 1
(wA)
ay (wAz) = 622‘%*071(wa) ,

where @q is the complex conjugate of ayg. It is any easy exercise to find these results. For higher
order interpolation schemes we refer to Press et al. (1992).

Now, the sum ZnN:1 e!(n=DwAzp  remains to be calculated. For the discrete Fourier transform

to exist, we satisfy
2m

Aw = 7
YT NAz

and we define a grid as follows:
Wm=wi+(m—1)Aw, form=1,....N

This gives
N

N
Z ei(nfl)wAzhn _ Z ei(nfl)(mfl)%ei(nfl)wl R (2310)

n=1 n=1

Notice the similarity to the definition of the inverse discrete Fourier transform (0.1.2). Equation
(2.3.10) can therefore be evaluated efficiently by the FFT algorithm. For linear interpolation we
can now write (2.3.7) in its final form as

h (W) dz =~ Age@ml {W N -ifft (h1 e“ihy .. ei(N_l)“’th) + hioag + hNaN} ,
where W = [W (w1 Az) ... W (wyAz)]" and @, = [ (w1 A%) ... ap (wyAz)]” for n =1, N.

2.3.2 The Logarithm of a Complex Variable

The calculation of the characteristic function for Heston’s model includes the calculation of the
logarithm of a complex variable. Let us first consider the characteristic function conditioned on
vo (for European options):

) v 1—ePT )
dr (w) = exp (zer + 772 (1—G6DT> (A = pniw — D)

AT ) 1 —Ge PT
—&—? (T (A — pniw — D) — 2log (1_(;)>> , (2.3.11)

where

D = \/(/\—pniw)2+(w2 +iw) n?,
A—pniw—D
A —pniw+ D’
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Notice that (2.3.11) contains the logarithm of a complex-valued variable:

| 1—Ge PT

og| ———— | .

S\T1-¢

The logarithm of a complex number is a multivalued function. Consider a complex variable

2z =a+ib=re!t2™) with t € (—m, w] the principal argument and n € Z, then the logarithm
of a complex variable equals

log (2) =log |r| + i (t + 2mn). (2.3.12)

A problem may occur during the implementation as most programming languages assume that
(t + 27n) € (—m,w]. This will give rise to discontinuities in the complex logarithm, shown in the
following example.

Example 2 Consider a complex variable z = a + ib = re’?. For ¢ = %7‘(‘, Matlab considers
n=—11n (2.3.12) and calculates

1
log (2) = log|r| — im',
whereas it actually should equal to
3
log (2) = log |r| + P

If we look at the graph of the imaginary part of log (z), for ¢ € [0,107], we notice the following
difference between the red line, the correct solution, and the blue (zigzagged) line, i.e. the solution
of Matlab.

35

30

25

20

15

log(z)

10

Figure 2.3.2: The logarithm of a complex variable

Lord and Kahl (2006) have shown that in formulation (2.3.11) the logarithm remains in its
principal branch. In other words, we do not need to bother about it. In the Bermudan case,
however, we do need to bother about it. Consider the characteristic function conditioned on vg
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and vy (B.0.6). This function requires the calculation of modified Bessel functions of the first
kind. The modified Bessel function of the first kind is defined by

(LY G
I (z) = (2;:) kzzom (2.3.13)

where I (a) is the gamma function. If z is complex-valued it is necessary to calculate the logarithm
of a complex variable, because

1 V_ 1 Y v o__ 1 Y vlog z
(22) = () == ()
Recall that in the case of (B.0.6), we have

4ry (a) e_%'Y(a)(T_tO)
Z = \/VoUT 772 (1 _ e—'y(a)(T—tO)) .

~37(a)(T~t0)
From Lord and Kahl (2006) we know that if we evaluate f (a) := %

In(f (a)) = g (a) —Im (g (i - Im (a))) + Im (In (f (i - Im (a))))

as

where

9(@) =In(y(a)) ~ 57 (@) (T~ to) ~In (1 — eI},

then the logarithm is kept continuous. Here the complex logarithm is restricted to its principal
branch. For details we refer to Lord and Kahl (2006).

2.3.3 The Approximation of Almost Zero

In order to apply the fast Fourier Transform algorithm for the computation of a continuous
Fourier transform it is required that the step size in Fourier domain is constrained by

2
Aw = NZ .
x
Here Ax = %, which gives
2r (N = 1)
Aw=——-=.
YTNU-I)

Obviously, the step size in Fourier space is increasing with the number of grid points. Therefore,
when the number of grid points is increasing the size of the grid in Fourier space is increasing

too. As a result, values of w can get very large. Now, consider the characteristic function of
T

J v (s)ds given vy and given vp:
to

v (a) e~ 2 (v(a)=A)(T—to) (1 _ efA(TftO))
A (1 — e—V(a)(T—to))

vot v )\(1+8—A(T—t())) ,Y(a)(1+e—’y(a)(T—tO)
1_o—MNT—tg) 1 _o—0(a)(T—1g)

®(a) =

n

X e

47(a)€—%w(ar)(T—to):|

Traa {V VOUT 2 (o=@ (T —10))
1
Xe— BMT—t0)
Iédq {\/UOUT,];@G;W}

X




CHAPTER 2. FOURIER PRICING TECHNIQUES 19

where v (a) = VA — 2n%ia, a = w (’\7—]” — %) + 1iw® (1 — p?) and d = 4vA/n*. Notice that a

dry(a)e™ V(@ —t0)

and v (a) become large for large w, resulting in a value z = VOUT 5 @@ i)y which is

approximately zero. In most of the programming languages z will be smaller than the smallest
positive value and it will be set equal to zero. On the other hand, v = %d — 1 will most likely be
negative and during the computation of the modified Bessel function the quantity z¥ = r”e’"
needs to be calculated. As v is negative and r is set to zero, r” is undefined. Whenever this
occurs r should be approximated by the smallest positive value in a programming language, e.g.

in Matlab this value is known to be "realmin”.

2.3.4 Computing the Integral

As stated, the pricing of Bermudan options is of O (M J?Nlog N ), where M is the number of
exercise dates, J the number of grid points in variance direction and N the number of grid points
in the log-spot direction. Obviously, J contributes significantly to the total computational costs,
therefore we wish to keep this parameter as small as possible. In order to remain a high accuracy
the integral must be computed efficiently.

Firstly, it is advisable to use Gaussian quadrature rules to evaluate the integral numerically.
With a limited number of grid points it is more accurate than for example the trapezoidal rule
or Simpson’s rule. The Gaussian quadrature is described in Burden and Faires (2001). Secondly,
more accuracy is gained by stretching the grid. Consider that the following integral needs to be
computed numerically:

b
I:/f(:p) dzx. (2.3.14)

A grid stretching function g (z) gives the stretched grid: y = g(x). Applying this stretching
function gives

g(b)

Izb/f@*@D, !

?@j@ﬁw' (2.3.15)

g(a)

Numerical testing showed that g () = x5 provides good results for equation (2.2.13), in which
case I equals

i

b

I=5/f@ﬂ¢@. (2.3.16)
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2.4 American Options with Richardson Extrapolation

Numerically, the value of an American option can be approximated either by a Bermudan option
with many early exercise dates or by Richardson extrapolation on a series of Bermudan options
with increasing early exercise dates. In an important contribution, Geske and Johnson (1984)
showed that it was possible to value an American style option by using a series of Bermudan
options. Chang, Chung and Stapleton (2002) improved their ideas by introducing the repeated
Richardson extrapolation algorithm, which will be explained in this section.

Richardson extrapolation is a technique to generate accurate results within a limited amount
of time. It is especially applicable to situations where the error depends on a parameter, e.g.
the time step At. To illustrate the procedure assume we have an approximation ¢ (At) to some
quantity @. Furthermore, assume that the error of the approximation is O (At) and smooth,
then @ is expended as follows:

Q = q(At) + K1 At + Ko At + K3At? + - - (2.4.1)

where the K;’s are known constants. Now, if we halve the time step to &t we will obtain a twice
as accurate result:

2 2 4 8

Richardson extrapolation combines (2.4.1) and (2.4.2) to obtain a higher order of accuracy. By
multiplying (2.4.2) by 2 and subtracting (2.4.1) one obtains

Q=q <At> + {q <A2t> — q(At)} + K> (A;z - Atz) + K3 (Ajg - At3> <. (24.3)

At At At? At3
QZQ() +K17+K2 +K37+ (2.4.2)

2

In this way, the new approximation, ¢ (%) + [q (%) —q (At)], is O (AtQ) accurate. This idea
is repeated in the repeated Richardson extrapolation algorithm. Let us denote

@ (At) = q(At) (2.4.4)
and At At
Then we have
2 3K3 3
Q = q2 (At) — —At —=At (2.4.6)
Halving the step size gives
At Ky 3K 3
= — ) - =A% - T 2A 2.4.7
o-n(5)-gar-2 (247

Subtracting (2.4.6) from 4 times (2.4.7) the O (At?) term is eliminated:

Ay _
Q=g (At) L elF) e @y 3K3 A + (2.4.8)

2 3

ALy
Now, if we denote g3 (At) = ¢o (%) + M we could apply the same idea and so on. In
summary, the repeated Richardson extrapolation reads

Aty _
qj (At) = gj 1 (f) + (3 21) - _q’1 1 (A1) (2.4.9)
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and the error is

Q—q; (At) =0 (AY). (2.4.10)

The valuation of American options by Richardson extrapolation on a series of Bermudan
options with increasing early exercise dates is done with the following algorithm:

Algorithm 1 Denote P (M) as the price of a Bermudan option with M ezercise dates, then for

i=1,2,3,..,k, set Ajo=P (M 2j_1>, and compute form=1,2,...k —1:

Aj+1,m—1 - Aj,m—l (2 4 11)
2m —1 o

Ajom = Ajr1m-1+

Example 2 In this example the algorithm is shown for k =3 and M =1 in Table 2.4.1.

Al,O — P( ) A171 = 2A270 — ALO A172 — 4A2,1;A1,1

1
Ao =P (2) As1=2A30— A2y
Aso=P(4)

Table 2.4.1: Approximation of an American option price with 3 Bermudan options



Chapter 3

Numerical Solutions of P(I)DEs

3.1 Numerical Solution of Black-Scholes’ PDE

Next to the quadrate methods described in the previous section, standard numerical techniques
can also be used to approximate the option price V. The techniques used in this thesis for
equation (1.1.3) are known as O (hz) central differences for the derivatives in the spatial directions
and the Crank-Nicolson method for the time derivative. Details on these methods can be found
in any textbook on finite differences, e.g. Burden and Faires (2001). Define by h = % the
step size in spatial direction, with IV the number of points, and k = %, with M the number
of time steps, then

0*V Vicer =2V + Vi

922 2 +O(h2> )
oV Vi —Vig 9

% - o TO (h?),

where V; =V (x;,7), with ©; = L+ (¢ — 1) h for ¢ = 1,..., N. Note that (1.1.3) can be simplified
as %—‘T/ = g(x,7), where g(z,7) is the right-hand side of the equation. The Crank-Nicolson

method approximates (1.1.3) as

m-+1 m
Vil -V

2 %(9 (@, Tmt1) + g (2, 7m)) + O (h?),

where V" = V (z;,Ty,), with 7, = (m — 1)k for m = 1,..., M. This results in the following
system of equations:

Av7n,+1 — bm, (3.1.1)
with
1 0 07 [V
a B v 5 :
A = . 0 3 V"=
.oa By :
0 - 0 0 1 | L VA
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and

l
m 4 1 2 V=2V VT _ 12y Vvt
Vot + 2k<‘7 2h7 +(r—350%) =5 V3
b=
m 1 2 VA a2V 1+ VR 12\ V' -V, m
Vi + 5k (‘7 2h? +(r—30%) = -V,
u
r—102)kh—o’k 2 2 —(r—10%)kh—o?k
Here a = %, B=1+ % and vy = %. [ and u denote the lower

and upper boundary condition, respectively. For example, [ = Fe™""™ and v = 0 for a European
put option. The initial condition V! represents the payoff.

Solving system (3.1.1) M times gives the value of a European option. To price an American
option one can use the projected SOR iterative algorithm as described in Wilmott (1998). This
algorithm evaluates for each element of V™ *! whether the solution is below the payoff, e.g. for
an American put option Vierl > max (K — e*i,0). If this is not the case V{”H is projected, i.e.
is set equal to the payoff.

3.2 Numerical Solution of Heston’s PDE

The PDE for the Heston’s model is somewhat more complicated than the PDE in the Black-
Scholes world. This is because it contains the variance, v. The Heston PDE is discretized by the
same discretization rules as the Black-Scholes PDE, i.e. O (h2) central differences in spatial and
volatility directions and Crank-Nicolson in time direction. So,

PV Vi —2Vij+ Vi,
972 ’ Ax; 0 (Aa),
WV Vigrj = Vi

or 2Ax

PV Vija—2Vij+Vijn
o2 Av?

oV Vijy—Vij
o 2Av

+0 (sz) ,

+ 0 (Az?), + 0 (Av?),

O*V Viiijr1 — Vivrj-1 — Vicrj41 + Vi1
— > > > L > A 2 A 2
Oz 0v 4AxAv +0( x)—i—@( U)’

where Ax = % , with IV the number of points in z-direction, Av = L”—_*l, with L the number
of points in v-direction, and V; ; = V (x;,v;,7), with ; = L+ (¢ —1) Az for ¢ = 1,..., N and
v; = (j —1)Av for j = 1,..., L. Using Crank-Nicolson, as described in section 3.1, this results

in the following system of equations:
AV™H = pm, (3.2.1)

where A a block tridiagonal matrix of the form

I 0 0 0
Ly Dy Us
A: O '.. '.. '.. O s

: Ly 1w Dp1 Up
o --- 0 0 1
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where [ is the identity matrix and the other blocks read

! 0 0 0
a; B :
D; = o . . . 9o | ,forg=2,.,L-1,
aj B,
0 0o 0 I
. rAxf(lJr%Az)vj vj Uj7,2 1 (%Axfl)ijfrAz
[0 O 0 0 [0 0 0 0 7
5 & -4, : 5 ¢
5] €j —5j —5j C] 5j
0 o 0 0 | L0 0 0 0 |

—n?)v; —ATAV TAv—(n? v)vj
Qﬂﬁggiﬂmmgziiﬁ5ﬁL%tmmm¢m

of size N x N. Notice that each first and last row of a block-row contains only a one on the
diagonal. This is because of the non-eliminated boundary conditions.

Py, _
where §; = g A AL g5 =

. T
The vector V™ is defined by V™ = [ Vi e VR e e v o VM ]
T
and b™ equals bm:[ By By --- Brp_1 Bjp } , where B, By form the lower and up-
per boundary condition of theTvolatility, respectively. Further, for j = 2,...,L — 1 we have
_ at (1, Vit =2V VT Vit = Vit i 1= Vit VT
QZ”J = Vzﬂjl + &t (QUJ' 1.j (AI)]Z +1.j + pnv; +1,5+41 " Vit 14&%&) 1,541 1,51
1, 2 Vili o 2Vl VT 1 Vit =Vt - Vi = Vi
U SR 4 (r = ) SRR = A (v - 1) SR Wz’?)

The elements [ and u are the boundary conditions for x = L and « = U, respectively. For exam-
ple, for a European call option we have: | =0, u = e* —K, B; = [ (e™r — K)Jr N (A K)Jr ]

andBM:[em1 s ety ]T.

T

To visualize the present material we consider a simple example.
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Example 1 Assume M =4, N = 4 and V is the price of a European call option. The matriz

A, the unknown vector V"1 and the right hand side b™ will have the form

[ 1 0 0 0 0 0 0o 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0o 0 0 O 0 0 0 O 0 0
0 0 1 0 0 0 0O 0 0 0 0 0 0 O 0 0
0 0 0 1 0 0 0o 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0o 0 0 0 0 0 0 0 0 0
0 —(52 C2 (52 0 Qo 52 Yo 0 (52 5] —(52 0 0 0 0

A= 0 0 0 O 0 0 0o 1 0 O 0 0 0 0 0 0
B 0 0 0 0 0 0 0o 0 1 0 0 0 0 0 0 0 ’
0 0 0 0 *53 §3 53 0 Qs ﬂg V3 0 63 £3 ) 0
0 0 0 0 0 —53 Cd (53 0 Qs ﬁd Y3 0 53 3 -6
0 0 0 O 0 0 0 0 0 O 0 1 0 O 0 0
0 0 0 O 0 0 0o 0 0 O 0 0 1 0 0 0
0 0 0 0 0 0 0O 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0o 0 0 0 0 0 0 0 1 0
| 0 0 0 0 0 0 0o 0 0 0 0 0 0 0 0 1]
_ V{ﬁii - (e_x* _ K)-‘r
VQTI_H (e*> — K)*
V3l (em37K)+
‘/471-’_1 (ez* . K)+
VngJrl 0
08 02
V3o 03,2
v 2 | VT | e | ek
foé“ 0
Vz’,’é“ 02,3
V37,7é+1 033
V4n§+1 em*—K
Vlﬁii-i—l e_x*
V27:TALL+1 er2
Vi e”?
V47’74L1+1 L e J

3.3 Numerical Solution of the Variance Gamma PIDE

The method described in this section originates from Almendral and Oosterlee (2006). The
challenge of solving this PIDE numerically lies in the integral, which is undefined at = 0.

Recall that the PIDE reads oy
— — LV =0,
or
where -
Lo=ro,—ro+ [ lp@+y) —¢(@)— (e —1) @]k (y)dy.
The idea of the method is to consider one part of the integral term implicitly and the remaining
parts explicitly.
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Consider a computational domain of the form [0, 7] x [L, U]. Let the time interval be divided

into M equal parts: 0 =tg < t; < --- <ty =T, with ¢, = mk, m =0,1,..., M and k =

s
i

The spatial interval [L, U] contains the point In K, and L = 21 < 23 < -+ < xy = U, with
=L+ (n—1)h,n=1,..,N, and h is such that h = ¥=L

N-1°

We split the operator £ into a sum of two operators A and B:

with

and

Ap = (r+wh) o, —re+ [ [px+y) —p)— (' —1)p,]k(y)dy

ly|<h

wh)= [ (1—e’)k(y)dy

ly|>h

By :=| |f>h[s0(w+y)—<p(w)]k(y)dy-

In order to have a method that is second order accurate in time, the well-known BDF2 scheme
is proposed. The second order timestepping method reads

symtt oy 4 Jym!
k

— AV _By™ = .

3.3.1 Spatial Discretization of A

(3.3.1)

The idea is here to approximate all the integrals to O (hz), in the presence of the singular density:

k(y):O(%), y— 0.

Let us first look at the positive part of the integral:

O— T O—T O—=>

[p(z+y)—p(@)— (e =1)p,]lk(y)dy
[p(z+y) —p @) —yp, () — (¥ =1 -y)p,]k(y)dy
(0= 0 (0) — s () k) dy = | (€ = 1= D) () .

Recall from Taylor that

and

(
Therefore, the trapezoidal rule and equation (3

e/ —1-y=3y"+0(y’)

o(@+y)— @) —yp, () = 3170, () + O (¥°).

3.2) applied to (3.3.3) gives

Z[w(w+y)—¢($)—(ey—l)%]k(y)dy
Lp;”g”Z(@/2+C’?(y3))k(y)dy— ?Z’(yQJrO(y?’))k(y) dy

Soa:mh 2 szh 2
S v+ O0 W) dy— 5 [y+0(y*) dy
0 0

Paz 2  Pai2 3
h 4h+(9(h)

(3.3.2)

(3.3.3)
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Similar to the positive part of the integral, the negative part can be written as

0

_fh[so(ery)—w(x)—(ey—l)%]k(y)dy

_ _‘pa:a:2 &2 3
= 4h+4h+(’)(h)

So, the sum of the positive and negative parts is of O (hQ). Therefore, dropping the term

‘ |f<h[<f>(ﬂs+y)—<p(3:)—(67’—1)</ch]1<r(y)dy

does not affect the accuracy of the scheme. The remaining integral of A, w (h), is discretized by
the trapezoidal rule and the partial derivatives by second order accurate central differences.

3.3.2 Spatial Discretization of B

Away from the origin, the integral term in B may be split into a sum of two terms:

‘yleh [o(z+y) —¢ @) ky)dy=J(x) — ¢ @) A(h), (3.3.4)

with
J(z) = lyéhw(w+y)k(y) dy, (3.3.5)
A(h) = lyéhk(y) dy. (3.3.6)

Both integrals are discretized by the trapezoidal rule to obtain second order accuracy. Firstly
consider integral A (h):
N
A(R) =Rk (u) pr, (3.3.7)
1=1

where y; = z;, p; = % at the boundaries and p; = 1 for the remaining /, and k (0) is redefined
as 0. Notice that the integrals A (h) and w (h) can be approximated by any integration rule, e.g.
the Gaussian quadrature routine, because the integrand is known analytically.

The other integral, J (), is more difficult to approximate. This is because the integrand is

only known at fixed grid-points as specified in section 3.3. For a particular grid-point x,, we have

J(xn)=‘ {h@(xn+y)k(y)dy-

Applying the trapezoidal rule results in

N

J(zn) Y@ (@n+u) k(W) pr- (3.3.8)
=1

In case x, +y; < L or x, +y; > U something special needs to be done. A European call
option, for example, approaches e* — Ke~"(T—) for z large, and 0 for = large negative, ¢ is then
approximated by ¢ (z) = e* — Ke "T=% if £ > U and by ¢ (z) = 0 if + < L. Notice that

J=[J(x) - J(zn) ]T can be written as a matrix product:

J = h®K, (3.3.9)
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where
o(@i+y) - @@ +yn) k(y1) py
P = and k = :
ey +y1) - ey +yn) k(yn)pn

In general the calculation of such a product costs O (N 2) operations. For this particular exam-
ple, the computational cost can be reduced to O (N log N) by using the FFT algorithm. This
algorithm is applicable if the matrix is a Toeplitz matrix. A Toeplitz matrix is a matrix which
is constant along its diagonals. The next section will present the application of FFT to Toeplitz
matrices. We transform the matrix ® into a Toeplitz matrix, which can be done by a simple
transformation:

J = h@k, (3.3.10)
where
pi+yn) - @@ +uy) k(yn) pn
é = : : and k = :
ey +yn) - @y +y1) k(y1) py

Lemma 1 The matriz ® in (3.3.10) is a Toeplitz matriz.

Proof. A Toeplitz matrix is constant along its diagonals. In other words, for an arbitrary
element <I> i; of ® with 4,5 =1,...,N — 1 it must hold that ®; ; = (}H—I,J-i-l

®,; = +yN—(j-1)
L+(G@—-1)h+L+(N—-(—1)—1)h)
L+G—1)h+(N—75)h)

¢ (@i
o
v (2
Q2L+ (N+i—j—1)h)
e (2
o (L
o

L+(N+@G@E+1)—-(@G+1)—-1)h)
+((@E+1)—1D)h+L+(N—-7—1)h)

Tiv1 +YN—j) = ¢i+1,j+1~

3.3.3 Application of FFT to Toeplitz Matrices

This section describes the way the FFT algorithm can be applied to Toeplitz matrices, see e.g.
Almendral and Oosterlee (2005). The FFT algorithm cannot be applied to Toeplitz matrices
directly. Firstly, the Toeplitz matrix needs to be embedded into a circulant matrix, and the
product of a circulant matrix and a vector may be efficiently computed by applying the FFT
algorithm. Each row in a circulant matrix is by definition a circular shift of the previous row.
For example, the following matrix is a circulant 3 x 3 matrix:

ay a2 as
as a1 as |. (3.3.11)
a2 az ai
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Now, consider the following Toeplitz matrix:

ag a1 . e A,
T=| % (3.3.12)

. * . ° . al

Ap+1 -+ G2n  QAQ

This matrix can be embedded in a circulant matrix of size 2n + 1:

ap @i Gp Gpy1 e Gz
Qa2n ao
. An41
C=1 a1 a |- (3.3.13)
an
ag ay
L a1 - Gn Gpe1 o+ Gon g
If we define the vectors d = [ do -+ d, ]T and f = [ dy -+ d, 0 -+ 0 ]T,then the

product Td is the vector consisting of the first (n + 1) elements of the product Cf. Thus, as
soon Cf is calculated the last n elements need to be deleted. The i-th element of the resulting
vector can be written as

2n
(CP), = a; id;, (3.3.14)
§=0

which is equal to the definition of a convolution, Cf = a *x f. An important application of
the Fourier transform is in convolutions. Convolutions can be evaluated by component-wise
multiplications in Fourier space. So,

Cf=a-f,
where X is the Fourier transform of an arbitrary vector x and the multiplication is done component-
wise. Thus, the multiplication of the Toeplitz matrix T and the vector d is given by the first
(n+ 1) elements of the inverse Fourier transform of Cf.



Chapter 4

Monte Carlo Simulation

Monte Carlo methods are applicable to a wide range of problems. In this chapter we focus on
derivative pricing. Boyle (1977) was the first to use these methods for the valuation of options.
The method can roughly be described as follows. Firstly, many paths of the underlying are
simulated. Then the payoff can be determined for each simulation and the price of the option
is the discounted average of the simulated payoffs. The Monte Carlo method is applicable to
many payoffs. It can especially handle path dependent options very well, which is the main
advantage of the method, together with the ability to solve high-dimensional problems. The
method is less suited for callable derivatives. Though, with the celebrated Longstaff-Schwartz
algorithm, see (Longstaff and Schwartz, 2001), callable features can be handled if necessary. This
section discusses the Monte Carlo technique and presents methods to simulate paths. Also a brief
description of a variance reduction technique called antithetic variates is found in this chapter.

Consider a payoff function g, which is dependent on the path of the underlying asset (wt)to <t<T
then today’s value of the derivative with payoff g at maturity reads o

V= e (T, [g ((xt)togtg:rﬂ , (4.0.1)

The Monte Carlo method to solve this can be summarized as follows:

1. Establish a procedure to simulate a path given the dynamics of the underlying model.

2. Simulate a path (y;), -,

3. Compute the payoff g ((yg) ) and store the result.

to<t<T

4. Repeat step 2 and 3 for ¢ = 1,..., N and compute the average:

1 .
ﬁ ((ytl)tggtST y Ty (yt]\[)thtST) = N Zg ((yz)tOStST) . (402)
=1

Here 1z is known as the Monte Carlo estimate.

5. Calculate the option value as
V =Tty (4.0.3)

The way these paths can be simulated is presented in the following sections.

30
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4.1 Antithetic Variates

Antithetic Variates (AV) represents a very simple, and widely used, variance reduction technique
for a Monte Carlo simulation. The variance reduction is obtained by drawing antithetic pairs
{z, =z} from the Gaussian probability distribution. Notice that if Z is normally distributed, so is
—Z. As aresult, % antithetic pairs are more regularly distributed than N independent Gaussian
variables, e.g. the mean is always zero, which almost surely does not hold for the latter. This
may lead to a reduction in variance, see e.g. Buitelaar (2006). We replace our estimate f in
equation (4.0.2) and (4.0.3) by

_ 1 ¥ 1 -y BT 4ET
rav ((yt)to<t<T"" ’ (yf )tggtg’(yt Jusesr ’(yt ) >togtg> = o @b
h T 1 7 do =1 -1 -5
where - = W (yt)toﬁtST’.” 7(yt )tOStST and p = f (yt )tOStST’“. a(yt >t0§t§T .
Here (yé)t0<t<T, fori=1,..., %, are the paths based on Z and (y{’)t0<t<T, fori=1,..., %, are
the paths based on —Z. o
4.2 The Brownian Motion with Drift
The stochastic differential equation of a Brownian motion with drift is defined as
de (t) = p(x(t),t)dt+o(x(t),t)dW (1), (4.2.1)

z(tp) = =xo.

Notice that the Black-Scholes dynamics and the local volatility dynamics are special cases of
(4.2.1). The solution of (4.2.1) reads

(T) = zo + ?M (x(t),t)dt + ? o (z(t),t)dW (t) (4.2.2)

In some models analytic solutions are available. In its general form, (4.2.2), an explicit solution
cannot be derived. This is because the functions p (z (t),¢) and o (z (t) ,¢) are not known explic-
itly. So, integrals need to be solved numerically. Numerical integration methods for stochastic
integrals are discussed in the following sections.

Consider an equidistant grid in time direction with ¢, = to + mAt for m = 0,..., M, and
At=t,, —tm_1= % Then for arbitrary m € {1,..., M} one has

T = Tt +tt]" iz (1), 1) dt—l—ttf o (z(t), 1) dW (t)

where 2, = x (t;,). This follows from It6’s lemma and the Markov property of (4.2.1). So, we
can define the following algorithm.

Algorithm 1

1. xg is known

tm tm
2. T =1+ [ p(z(@),t)dt+ [ o(z(t),t)dW (t), for m=1,...,M

tm—1 tm—1
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Numerical integration schemes are used to approximate the integrals in algorithm 1. The
order of convergence of such a scheme is defined as follows:

Definition 2 (Strong Convergence) Denote y™ (T) as the approzimation for x (T), where At
is the step size. Then y™t (T) converges strongly to x (T') with order v > 0 if

E [y (T) -2 (T)| = O ((At)")

Definition 3 (Weak Convergence) For some function g, y>t (T) converges weakly to x (T) with
respect to g with order 8 > 0 if

B [g (v (T))] ~ Blg (= (T)]| = 0 ((a)").

In words we could say that a numerical integration method converges strongly if the whole
path converges, whereas weak convergence only implies a convergent approximation of the prob-
ability distribution of z (T).

4.2.1 Stochastic Euler and Milstein Scheme

Stochastic Euler, or Euler-Maruyama, is a numerical integration method for stochastic integrals.
This integration method is defined as follows:

Ym' = Ymer T f 1 (Ymi1stin—1) dt + f 7 ("1, tm=t) AW (£).

tm—1 tm—1

ym— +/J“(ym 1a m— 1) f dt—l—a(ym la m— 1) f dW

tm—1 tm—1
= Yot (YA te1) At o (YA tmet) W (AL). (4.2.3)

where y4! denotes the approximation of x,, and yOAt = x9. W (At) is normally distributed with
mean zero and variance At, W (At) ~ N (0,At). An outcome wa; from this distribution is
obtained by computing wa; = zv/At, where z is drawn from a standard normal distribution.
The Euler-Maruyama scheme converges strongly with order 1/2 and weakly with order 1 under
some naturally fulfilled conditions for the Black-Scholes model and the local volatility model.
For a complete proof we refer to Kloeden and Platen (1992), Chapter 10 and Chapter 14.

In case of deterministic differential equations one can use Taylor expansions to obtain a higher
order of convergence. For stochastic differential equations a similar approach exists, which uses
the stochastic Taylor expansion, or Ito-Taylor expansion. The stochastic Euler approximation
only uses the first 2 terms of this expansion. The Milstein scheme is obtained by adding a third
term:

yﬁt = ym 1+:u’(ym 17 m— 1)At+0(ym 1’tm I)W(At)

0
+ Lo (YA tm1) é (Y2 1t 1) (W (At)? — At) . (4.2.4)

At
Yo = o

For the Black-Scholes and the local volatility model this scheme converges both strongly
as weakly with order 1. For a proof we refer to Chapter 10 and Chapter 14 of Kloeden and
Platen (1992). The application of the Millstein scheme to multi-dimensional models is not
straightforward at all. More on this can be found in Kloeden and Platen (1992), but we suggest
not to use it at all for multi-dimensional models.
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4.3 A Simulation Scheme for Heston’s Model

In this section we provide a method to simulate logarithmic stock prices under the Heston model.
The method originates from Lord, Koekkoek and van Dijk (2006), in which several methodologies
are compared. Their best performing method is presented here. For reasons of clarity, we repeat
equation (1.2.1) in a way, that specifies the dynamics of logarithmic stock prices and the variance
process in the Heston model under the risk neutral probability measure:

dz (t) = <7‘ - %v (t)) dt + py/v (£)dWy () + /1 — p2/v (£)dWs (t), (4.3.1)
dv(t) = =X (@)—v)dt+n/v()dW(t). (4.3.2)

With the Euler discretization to simulate the variance one encounters into the problem that,
whereas the mean-reverting variance process is guaranteed to be non-negative, the Euler dis-
cretization is not. This can easily be verified as follows. As the mean-reverting variance process
is continuous, in order for it to become negative it must reach zero as well. Notice that equation
(4.3.2) is completely deterministic for v (¢) = 0. So, as soon the variance reaches zero it will
directly be positive afterwards. In contrast the Euler discretization is not continuous. In other
words, the discretized form can become immediately negative. In order to prevent the volatility
to cross over the imaginary axis, we have to decide what to do with negative variance. The
so-called full truncation scheme fixes this problem here.

The solution to the two dimensional SDE, (4.3.1) and (4.3.2), reads

2 (T) = x(to)+/T(r— ;U(t)> dt+p/T\/@dW1 ) + M/T\/@dwg (#4.3.3)

to

v(T) = vlto)— A / (v (6) = T) dt+1 / o @dI; (). (4.3.4)

Now, if we consider an equidistant grid in time direction with ¢,, = tg + mAt for m =0, ..., M,

and At = t,,, — typ_1 = T;/It", then we can employ the following algorithm to simulate a path.

Algorithm 1

1. xg and vy are known

tm

2. T =am1+ [ (r—3v(t) dt—i—pf tf Vo (£)dWVy (t)—&-\/l—p?ttfm Vo (t)dWs (t), for

tm—1

m=1,..M

tm

tm
3. Um = Um—1 — A f (’U (t) 7@) dt + n f VU (t)dwl (t)7 fOT m = 1) ,M
tmfl

tm—1

Here z,,, = = (t,,,) and vy, = v (t,). The full truncation scheme now approximates the integrals
in algorithm 1. It is defined as follows:

1
Y Ymir + (7" 3 (Ur%t—l)Jr) At +p (”ﬁt—lﬁwl (At) + \/(1 —p?) - (UnAmt—l)JrW2 (At),

vAt At — A ((’UAt 1)+ — @) At +my/ (v )+W1 (At), (4.3.5)

m m— m— m—1
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with initial conditions y5 = x (to) and v5* = v (ty), and (vﬁt_l)Jr = max (v3! ,0). Here y2! is

the approximation of z,, and v4? is the approximation of v,,.

4.4 The VG Model

The SDE of the VG process can be solved analytically. Recall that the dynamics of the VG
process are
dx (t) = —adt + dX (t;0,v,0), (4.4.1)

where —a is the drift of the logarithmic price of the asset and the VG process X (t;0,v,0) is
defined as
X (t;o,v,0) =0y (t;1,v) + oW (y(t;1,v)). (4.4.2)

Here 7 (t;1,v) denotes a gamma process with mean 1 and variance v. The analytic solution of
(4.4.1) reads

x(T) = x(to)—a(T —ty)+ X (T;0,v,0) — X (to;0,v,0)
= z(to) —a(T —to) +0[y(T51,v) — v (to; L, )| + oW (v (T; 1,v) — v (to; 1, 7))
= 1‘(t0)—a(T—to)—I—oG(T—to,l/)+O’W(G(T—t0,l/)). (443)

Here G (T — tg,v) is gamma distributed with mean T — ¢y and variance v.

In the case we have to deal with path dependent options time is again discretized and we
follow the same methodology as described above. So, if we consider an equidistant grid with
tm =to +mAt form=0,...,M, and At =t,,, — tp_1 = T;j", then a path can be simulated as
follows.

1. xqg is known

2. Ty = Typ—1 — @At +0G (AL, v) + oW (G (At,v))

4.5 The Bates Model

In the Bates model we have a Poisson process that determines the jump times of the underlying
asset. Whenever a jump occurs, the size of the jump is determined with a normally distributed
random variable. In this section we describe an algorithm from Cont and Tankov (2004), which
describes a way to simulate these jumps.

The Poisson jump process is described as follows:
dY (t) = jndN (), (4.5.1)

where N (t) is a Poisson process with intensity £, and jy () is the normally distributed jump size
with mean p; and variance 0. The algorithm uses the fact that the number of jumps N (T') of
the Poisson process on the interval [0, T] is a Poisson random variable with parameter AT. And,
because of the memoryless property of the Poisson process, given the number of jumps N (T),
the exact moments of jumps on this interval are uniformly distributed, rearranged in increasing
order.
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The algorithm is described as

1. Simulate N ~ poisson (\T).

2. Simulate N independent random variables, Uy, ~ U [0, T

w

. Rearrange Uy, in increasing order.

e

. Simulate ji ~ N (py,0%)
The trajectory is given by

N
Y (t) = ZHUi<t “Ji-
i=1



Chapter 5

Results of the Valuation Techniques

This chapter discusses the numerical results of the different pricing methodologies. Firstly, we
focus on pricing of Bermudan and American options under the 1-D VG model and American
options under the 2-D Heston model. For these derivatives the Fourier transform method and
the P(I)DE method are considered. Secondly, we present the convergence of the Monte Carlo
method for the pricing of European options. For this purpose we use the VG model, because
paths can be simulated analytically with this model. Most computations in this chapter are
done on a Intel(R) Pentium(R) 4, CPU 2.80 GHz. and 0.99 GB of RAM with Windows XP as
operating system (for the Heston model we have used a different computer. The reason for this
is clarified in that particular section).

5.1 Implementation Details

In this section we give some details on the implementation of the Fourier transform method. For
implementation details of the PIDE for the variance gamma process we refer to Almendral and
Oosterlee (2006) and of the PDE for the Heston model we refer to Ito and Toivanen (2006).

In the description of the Fourier transform method some variables were introduced, but need
to be defined for the computations. Firstly, the damping factor « is introduced to ensure that
the Fourier transform exists. Numerical testing showed that the impact of the damping factor is
not significant. Therefore, we choose o = 0. Other values of o may lead to a better convergence,
but we do not have a good method to choose a available.

Secondly, the gridsize (or truncation bounds) need to be specified. We have considered
gridsizes of [—2,2] and [—8,8]. Research is done on choosing the truncation bounds, but a
general description has not yet been found.

Furthermore, we mention that integrals are computed with the trapezoidal rule. Numerical
tests showed that the performance of other numerical integration techniques, based on uniform
grids, were less good. The use of kernel function does give slightly more accuracy, but the
computational time is larger for this method. Nevertheless, the performance of both methods
was approximately comparable.

Finally, reference values are calculated with the Fourier transform method on a grid [—16, 16]
with much more gridpoints than the highest amount of points in the particular tables.

36
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5.2 Bermudan Options under VG

In this section a ten times exercisable Bermudan put option is priced. The reference value is:
9.040646114. The parameters for the VG model are chosen as:

So=100; K =110; T=1;r=0.1; c =0.12; § = —0.14; v = 0.2

For the results of the PIDE method the code of Ariel Almendral, as described in Almendral
and Oosterlee (2006), is used with a small adjustment for pricing Bermudans. Tables 5.2.1 and
5.2.3 present the results of the Fourier transform method described in section 2.1 to price the
Bermudan option. The computational domain varies in these two tables. Results of the PDE
approach can be found in the Tables 5.2.2 and 5.2.4.

N Value Error | CPU (sec.)

256 | 9.018266257 | 2.24E-02 0.01

512 | 9.038861805 | 1.78E-03 0.02
1024 | 9.042435904 | 1.79E-03 0.03
2048 | 9.041109546 | 4.63E-04 0.06
4096 | 9.040705950 | 5.98E-05 0.12
8192 | 9.040689325 | 4.32E-05 0.23
16384 | 9.040635923 | 1.02E-05 0.46
32768 | 9.040645035 | 1.08E-06 1.00

Table 5.2.1: A Bermudan option with the Fourier Transform Method: domain = [-8, 8]

The results in Table 5.2.1 are computed on a grid with boundaries x;1 = —8 and xny = §,
where x; = log (%) So, for the above settings the underlyings range from 110 - e~® ~ 0.0369
to 110 - e® ~ 327905. If we compare the results with the results in Table 5.2.3, we notice that
a higher accuracy is obtained on a smaller domain, 1 = —2 and zny = 2 (i.e. S; = 14.89 and
Sy = 812.80). In other words, a domain size of [—8, 8] is too large. Higher accuracy is obtained,
because with an equal amount of gridpoints the step size will be smaller.

N M Value Error | CPU (sec.)
800 20 | 9.149501370 | 1.09E-01 0.62
1600 | 40 | 9.089208381 | 4.86E-02 0.78
3200 | 80 | 9.060377702 | 1.97E-02 1.94
6400 | 160 | 9.048742499 | 8.10E-03 3.46

12800 | 320 | 9.044333473 | 3.69E-03 10.67
25600 | 640 | 9.042408713 | 1.76E-03 73.26

Table 5.2.2: A Bermudan option with the PIDE: domain = [-8, §]

In Table 5.2.2 we computed the option prices with the PIDE approach. The grid size is equal
to the grid size used in Table 5.2.1, which enables us to compare accuracy and computational time.
Obviously, the performance of the PIDE approach is worse than the Fourier transform method.
A drawback of the PIDE approach for pricing Bermudans is that convergence is dependent on
the number of time steps, while this is not the case for the Fourier transform method. In the
case of the Fourier transform method the number of time steps is equal to the number of exercise
moments, which is 10 in this example.
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N Value Error | CPU (sec.)

256 9.042457644 | 1.81E-03 0.01

512 | 9.041103800 | 4.58E-04 0.02
1024 | 9.040702137 | 5.60E-05 0.03
2048 | 9.040689764 | 4.36E-05 0.06
4096 | 9.040635250 | 1.09E-05 0.11
8192 | 9.040644853 | 1.26E-06 0.23
16384 | 9.040646509 | 3.95E-07 0.46
32768 | 9.040646216 | 1.02E-07 1.00

Table 5.2.3: A Bermudan option with the Fourier Transform Method: domain = [-2, 2]

Table 5.2.4 presents the results of the PIDE approach where the domain is truncated at 1 = —2
and xny = 2. Notice that the values are exactly the same as in case of the PIDE approach with
the larger domain, see Table 5.2.2. This is because the step sizes remained the same. Again we

can conclude that truncation at ;1 = —2 and zy = 2 is sufficient.
N M Value Error | CPU (sec.)
200 20 | 9.149501370 | 1.09E-01 0.56
400 40 | 9.089208381 | 4.86E-02 0.60
800 | 80 | 9.060377702 | 1.97E-02 0.74
1600 | 160 | 9.048742499 | 8.10E-03 1.23
3200 | 320 | 9.044333473 | 3.69E-03 5.65
6400 | 640 | 9.042408713 | 1.76E-03 12.46

Table 5.2.4: A Bermudan option with the PIDE: domain = [-2, 2]

5.3 American Options under VG
In this section we price an American put option with the following VG parameters:
So=100; K=90; T=1;r=0.1; 0 =0.12; 0 = —0.14; v = 0.2

The reference value is: 0.800820959. Again, for the PIDE method the code from Almendral and
Oosterlee (2006) is used. In this section we compare the results of the Fourier transform method
with and without Richardson extrapolation, and the results of the PIDE method. Results of the
Fourier transform method without Richardson extrapolation are presented in Tables 5.3.1 and
5.3.2. Notice that for American options we need to increase the number of time steps to get
convergence. This is because American options can be exercised continuously. With Richardson
extrapolation, however, the number of time steps remains limited. The results of the Fourier
transform method with Richardson extrapolation are presented in Table 5.3.3. Table 5.3.4 shows
the results of the PIDE approach. In these tables M is the number of time steps.
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N M value error | CPU (sec.)
64 32 | 0.732801710 | 6.80E-02 0.01
128 64 | 0.943302862 | 1.42E-01 0.03
256 | 128 | 0.782298062 | 1.85E-02 0.09
512 | 256 | 0.815902589 | 1.51E-02 0.32
1024 | 512 | 0.800462640 | 3.58E-04 1.26
2048 | 1024 | 0.802368170 | 1.55E-03 5.30
4096 | 2048 | 0.801084859 | 2.64E-04 21.55

Table 5.3.1: An American option with the Fourier Transform Method without Richardson
extrapolation: domain = [-8, §]

Contrary to the Bermudan option results, the results from Table 5.3.1 show that the convergence
of the American options is not smooth. This is because the solution converges from below in
time direction and from above in space direction, see Figure 5.3.1. For a particular set of mesh
and time steps, NV and M, the solution may be very accurate because the error due to the time
discretization cancels out by the error due to the space discretization.

N=8192 M=4000
0 05
-0.005 — 0.45
0.01 — 0.4
0.015 0.35
0.02 — 03
S .0.025 S 025
5 5
0.03 02
-0.035 : 0.15
0.04 01
0.045 0.05
0.05 o
500 1000 o 500 1000
M N

Figure 5.3.1: Left figure shows convergence in time direction, right figure convergence in space
direction

In Table 5.3.2 we present results of the Fourier transform method on a smaller grid and with
more gridpoints. As a result, the error of the time discretization is the leading error and we
therefore observe smooth convergence.

In order to improve the performance of the Fourier transform method we apply Richardson
extrapolation for the approximation of the American option prices. This technique enables us
to keep the number of time steps low. Results are presented in Table 5.3.3. Notice that this
method performs significantly better than the previously discussed methods. For the Richardson
extrapolation, we used equation (2.4.11) with k = 3, which means that the American option is
approximated by an M times exercisable Bermudan, a 2M times exercisable Bermudan and a
4M times exercisable Bermudan. Notice that at a certain point, for N = 2048, the error remains
constant. This is because the error is due to the time discretization, i.e. due to the extrapolation.
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N M value error | CPU (sec.)
128 16 | 0.782367490 | 1.85E-02 0.01
256 | 32 | 0.786466343 | 1.44E-02 0.03
512 | 64 | 0.794954313 | 5.87E-03 0.09
1024 | 128 | 0.797418445 | 3.40E-03 0.32
2048 | 256 | 0.799174044 | 1.65E-03 1.25
4096 | 512 | 0.800011172 | 8.10E-04 5.27
8192 | 1024 | 0.800408156 | 4.13E-04 21.45

Table 5.3.2: An American option with the Fourier Transform Method without Richardson
extrapolation: domain = [-2, 2]

N M value error | CPU (sec.)
128 | 16 | 0.828339573 | 2.75E-02 0.05
256 | 16 | 0.800898955 | 7.80E-05 0.09
512 | 16 | 0.802828594 | 2.01E-03 0.17
1024 | 16 | 0.800549352 | 2.72E-04 0.31
2048 | 16 | 0.800806096 | 1.49E-05 0.66
4096 | 16 | 0.800803620 | 1.73E-05 1.29
8192 | 16 | 0.800800229 | 2.07E-05 2.61

Table 5.3.3: An American option with the Fourier Transform Method with Richardson extra-
polation: domain = [-2, 2]

Finally, we present the results of the PIDE approach for American options under the VG model in
Table 5.3.4. Notice that the Fourier transform method outperforms the PIDE approach, though,
the differences are not as large as in case of the Bermudan options.

N M Value Error | CPU (sec.)
200 40 | 0.765903160 | 3.49E-02 0.57

400 80 | 0.800444986 | 3.76E-04 0.61

800 | 160 | 0.806035551 | 5.21E-03 0.86
1600 | 320 | 0.804953525 | 4.13E-03 1.75
3200 | 640 | 0.803292323 | 2.47E-03 10.61
6400 | 1280 | 0.802161616 | 1.34E-03 24.27

Table 5.3.4: An American option with the PIDE: domain = [-2, 2]

5.4 American Options under Heston

The valuation of derivatives under the Heston model is more complicated than for one-dimensional
models, such as the VG model. Not only the theory becomes more complicated, but also the
computational time to price an option increases significantly. This section compares the already
extensively studied PDE approach to the novel Fourier transform technique, described in Chapter
2. For the PDE results we have used the fast and accurate implementation of Ito and Toivanen
(2006). Their code is written in Fortran 90, which is not supported by the computer used for
all other computations. Therefore, the computations in this section are done on a different com-
puter, namely an Intel(R) Pentium(R) 4, CPU 3.00 GHz. and 2 GB of RAM in a Linux (kernel
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2.6.16.7) environment. Tables 5.4.1 and 5.4.2 present these results. The results are obtained

with the following settings:

So=10; K=10; T =0.25; r=0.1; A=5;7=0.9; v = 0.16; vg = 0.25; p = 0.1

N |J|M Value Error CPU (sec.)
16 | 10 | 1 | 26.085209768 | 2.53E+01 1.02
32 120 1 0.859509201 6.35E-02 4.58
64 |30 | 1 0.791900915 | 4.08E-03 13.68
128 | 40 | 1 0.794983081 9.94E-04 34.22
256 | 50 | 1 | 0.795989393 | 1.24E-05 85.16
Table 5.4.1: An American option with the Fourier transform method: x-domain = [-2, 2] and

v-domain = [0,2]

For the Fourier transform method we have used the repeated Richardson extrapolation with
k = 4 in equation (2.4.11). In other words, the American option is approximated by M, 2M,

4M and 8M exercisable Bermudan options.

N|J | M Value Error | CPU (sec.)
17 9 8 | 0.788562383 | 7.41E-03 0.00
33 | 17 | 16 | 0.794060919 | 1.92E-03 0.02
65 | 33 | 32 | 0.795587537 | 3.89E-04 0.17
129 | 65 64 | 0.795937587 | 3.94E-05 1.87
257 | 129 | 128 | 0.795963450 | 1.36E-05 17.70

Table 5.4.2: An American option with the PIDE: S-domain = [0, 20] and v-domain = [0, 1]

If we compare the results of the Fourier transform method with Richardson extrapolation
to the results of the two-dimensional PDE approach, we may conclude that under this model
the Fourier transform method does not perform best. However, the implementations are done
in different programming languages. The Fourier transform method is implemented in Matlab
and the PDE is implemented in Fortran 90. We compared the speed of both languages by
implementing a program computing the trapezoidal rule in both languages and ran it a thousand
times. It turned out that for this particular example the Fortran 90 implementation was more
than 10 times faster than Matlab. We therefore realize that a true comparison cannot be made
in this way. What we can infer from the results is that the novel Fourier transform method
converges to the correct solution.

5.5 Convergence of the Monte Carlo Method

As stated above, the Monte Carlo simulation method is applicable for many different payoff
functions and different pricing models. However, we do not recommend to use this Monte Carlo
simulation if another method is available for a specific option and asset price model. This is be-
cause the convergence of this method is extremely slow and not smooth. Therefore, Monte Carlo
simulation techniques are only useful for highly path-dependent options or multi-dimensional
models. Figure 5.5.1 presents the convergence of a European option with the Monte Carlo
method as a function of CPU-time. This plot shows the non-smoothness of the convergence, but
most importantly it gives an indication of the large variance even after two seconds.
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Figure 5.5.1: Convergence of a European option with the Monte Carlo method

The large variance can be reduced with variance reduction techniques, e.g. antithetic variates.
Though, it will never perform as well as the Fourier transform method. By, comparing the Monte
Carlo method with the Fourier transform method, presented in Figure 5.5.2, we notice that the
Fourier transfrom method convergences smoothly and about 1,000,000 times faster. Therefore,
we recommend to use the Monte Carlo method only if other methods cannot be used, i.e. for
highly path-dependent payoffs or multi-dimensional models.
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Figure 5.5.2: Convergence of a European option with the Fourier transform method



Chapter 6

Conclusions and Recommendations for
the Valuation Techniques

In Part II of this thesis we have presented various valuation techniques for pricing callable
(early exercise) products under different models. Here we concentrated on comparing a novel
quadrature technique based on the FFT with the already extensively studied P(I)DE approach.
This novel quadrature techniques is based on the fact that for one-dimensional exponential Lévy
models the probability density is not dependent on the current state of the underlying, but only
on the change of the underlying. It turns out that due to this fact the quadrature formula can
be recognized as a convolution. The methodology was extended for the Heston model, which
is two-dimensional. The fact that the probability density is not dependent on the current state
of the underlying, but only on the change of the underlying, does not hold for the variance
dimension. This introduced an extra integral for the computation of early exercise options.

In Chapter 5 we have investigated the performance of the quadrature technique by comparing
it to implementations of P(I)DEs. Firstly, we compared the valuation of Bermudan options. In
this setting we have chosen to use the one-dimensional variance gamma model. The quadrature
technique outperformed the PIDE method. Next, we studied the valuation of American options
under the variance gamma model. For the American options the quadrate method also per-
forms significantly better than the PIDE method. From these results we can conclude that the
quadrature technique is better suited to value callable options under one-dimensional models.
However, a drawback of the quadrature approach is that it is not applicable to models for which
the characteristic function is not known, e.g. the local volatility model. A drawbacks of the
PIDE approach is that we have to deal with a time direction, which means that much more time
steps are necessary than the number of exercise moments.

Secondly, we compared the valuation of American options under the two-dimensional Heston
model. It turned out that we cannot conclude whether the PDE or the quadrate technique
performs best, because the codes were written in different programming languages. We can
conclude that the novel quadrature approach for the Heston model converges to the correct
solution and is also promising of this model.

Finally, we showed that the Monte Carlo method should only be used if other methods are
not applicable. This is because of the non-smooth and slow convergence of the Monte Carlo
method.

We finalize this chapter with some suggestions for further research:

e The comparison of the quadrature technique and the PDE in the Heston model is done in
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different programming languages. As a result, we cannot conclude which method performs
best. We suggest to investigate the performance of both methods in the same programming
language.

Numerical testing showed that the Richardson extrapolation technique is a very satisfactory
method for obtaining high accuracy for the valuation of American options with a limited
number of exercise moments. Richardson extrapolation is applicable to almost any kind
of numerical approximation. Therefore, we expect promising results when applying this
technique to the variance discretization in the Heston model.

Especially for one-dimensional models the quadrature method has proven to be very ac-
curate and fast. Though, we are not yet really able to say anything in advance about the
error. In case of P(I)DEs more research is done to this aspect and it is interesting to get a
grip on resulting errors for the quadrature method as well.

In this thesis we considered the valuation of early exercise options. Adapted Fourier trans-
form techniques are also applicable to other payoffs. We suggest to study the performs of
this method for these different payoffs as well.

Finally, we suggest to study on a way to determine the truncation bounds of the integral
in the quadrature method. We noticed that for our example L = —2 and U = 2 was large
enough, but we are not able to give exact bounds for any kind of option.
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Chapter 7

Exotic Options

European and American options are commonly traded on several markets in the world. There-
fore, market prices are available for European and American options. Options that are not
traded on official markets are known as exotic options. Usually they are traded between banks,
insurance companies, etc or used as bonusses for the managing moard. Market prices are there-
fore typically not known for these products. This section describes the features of some popular
exotic derivatives and ends with the description of two recent trades by Rabobank International.

7.1 Vanilla Arithmetic Cliquets

A cliquet is a product which is dependent on the returns between two observation dates. The
return G; of an underlying S (¢) is defined as

S =S
S

where S; is the closing price of the underlying at the i-th observation date. The returns of a
cliquet, U;, are bounded by a local floor (F;) for the losses and a local cap (C;) for the gains:

U; = min (max (F;, G;),C;) . (7.1.2)

G, (7.1.1)

The final payoff of the arithmetic cliquet, subject to a global floor (F'), and cap (C), reads

V (T) = N - min <max (Z U, F> ,C) , (7.1.3)

where N is the notional. The notional is the amount that is invested in the product.
Many variants of these cliquets exist, such as reverse cliquets, cancellable cliquets, swing
cliquets, cliquets with lock-ins and combinations of these. They are not treated in this thesis.

Example 1 Consider a 3 year arithmetic cliquet with monthly observations given by the end
dates of the month and a notional amount of 100. The periodic returns are locally floored at
—10% and capped at 15%. Subject to a global floor of —2.5 and a global cap of 4.5 the arithmetic
cliquet pays at maturity:

36
V (T) = 100 - min <max (Z Ui, —2.5> ,4.5) ;

=1

where U; = min (max (—10%, G;) , 15%).
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7.1.1 A Fourier Pricing Methodology

An adapted Fourier pricing methodology is applicable for the pricing of arithmetic cliquets. This
methodology is described in this section and applies to all models for which the characteristic
function is known. The method originates from Den Iseger and Oldenkamp (2005). Only for the
local volatility model the Monte Carlo pricing technique must be used.

The price of a cliquet is calculated as the discounted expected payoff. The payoff of a cliquet
reads

V(T) = Nmin (max (Z,F),C), (7.1.4)

where Z = Y min (max (F;, R; — 1), C;), with R; = &
i-1
by p (x), then the price of a cliquet equals

V() = e "TE, [N min(max(Z, F) )]
C
= Tty p(z)de + F z)dx +C : (7.1.5)
[rainsr [ vricee [ro

A standard numerical integration technique, e.g. the trapezoidal rule, is used to evaluate the
integrals. The problem in (7.1.5) is that for most models the density of Z is not known analyt-
ically. However, we know the characteristic function of the logarithmic returns and the inverse
Fourier transform is used to obtain the density of the logarithmic returns:

p(z) = 217r /Re( TP (w)) dw.

— 00

Here the integral is calculated numerically, as described in Section 2.3.1. If we denote by f.,,
i =1,..., M, the density of the logarithmic return at time ¢;, U; = min (max (F;, R; — 1), C;) and
fu. as the density of U;, then the following identities hold:

U, () =0, for x < F;
P( = F;) = F, (log (Fi + 1)),
v, (z) = Lalostetl) for F; <z < C; (7.1.6)
( = Z)ilfFZi(log(Ci“i’l))a
( ) =0, for C; < x.

Hence, the Fourier transform is given by

C;
iws f (log (z + 1))

fu. (w) = P ., (log (F; + 1)) + / ¢ da + ¢ (1= F, (log (Ci + 1)) .

z+1
F;
(7.1.7)
Now, the characteristic function of Z can be found as follows:
. iw i U; ) ) —~ —~
/g\(w) :E[esz] =El|e i — K [eszl} ~--E[67’WU”] = fu, (w)"'fUn (w) (7_1.8)
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Finally, the inverse Fourier transform is used to obtain the density of Z:

g(x) = % / Re (efiwxfj (w)) dw. (7.1.9)

Again, this integral is approximated by the methodology described in Section 2.3.1.

7.2 Discrete Knock-out Barrier Options

The second exotic option we consider is a so-called discrete knock-out barrier option. This is a
regular European option with strike price K and maturity T, which ceases to exist if the asset
price reaches a certain barrier level, H, at one of the prespecified observation dates, ;. When the
barrier is greater than the initial asset price, the option is referred to as an up-and-out option;
when the barrier is less than the initial asset price, it is referred to as a down-and-out option.
If the barrier is hit the options pays some rebate Rb at the option’s maturity. So, the payoff at
maturity of a discrete knock-out barrier option reads

e Up-and-out:

V(T) = (max (¢ (S(T) — K),0) = Bb) [max, s(t:)<m] + Rb (7.2.1)
e Down-and-out:

V(T) = (max (¢ (S(T) — K),0) = Rb) Ijmin, s(t:)>H] + Rb (7.2.2)
where I is the indicator function defined as I4 (z) = { é i;ﬁ and ¢ is defined in

Section 0.1.

Example 1 Consider a discrete up-and-out call option with strike price 100, maturity in 1 year,
a barrier level of 140 and monthly observations. If the option ceases to exist no rebate is paid.
Then the payoff at maturity equals:

max (S (T) — 100, 0) H[

maxi<;<12 S(t,;)<140]

7.2.1 Pricing Methodology

The pricing of discrete barrier options is similar to pricing Bermudan options. As described
in Section 2.1.2, a Bermudan option equals its payoff if the corresponding European price is
lower than the payoff at the prespecified exercise dates. For a discrete barrier option, the price
equals the discounted rebate if the underlying is above (up-and-out) or below (down-and-out)
the barrier level.

Denote the set of observation dates as T ={tg,....,tam}, to < t1 < -+ <ty <ty = T.
If we denote C (z,t;) as the continuation value at t;, € 7 and U (x, %) the up-and-out option
value, then we have for k =0,..., M, with C (z,t);) = g (z) the exercise payoff,

e "T=tIRb  for x> log (1)
Uz, te) = { C(z,ty)  fora<log ()

C(z,ty) = e "n=WRU (z,tpyq)]. (7.2.4)

(7.2.3)
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Here x = log (%) the logarithmic stock price.

Similarly, if we denote by D (z,t) the down-and-out option value at time ¢, € 7, we have
fork=0,...M

e "T=tIRb |, for z < log (£)
D, t) { C(x,tp) ,forz>log(%) ’ (7.2.5)
C(z,ty) = e "Un=WRU (z,tp1)]. (7.2.6)

Obviously, the payoff of a barrier option has a discontinuity at the (logarithmic) barrier level.
This causes some numerical troubles, which are undesirable. Firstly, the solution approaches the
true solution in a sawtooth fashion. Secondly, the price converges very slowly as the number of
grid points increases.

Smooth convergence can be obtained by placing one of the grid points on the logarithmic
barrier level. We use a computationl grid as follows:

N
T = —EAFL‘ +h+(i—1)Az. (7.2.7)

At TNy = h the option value equals the rebate, e.g. Rb = 0. However, including this in the
algorithm gives us an option value that is consequently underestimated. This is because the
surface below the option value between z IS and h is not taken into account in the integration,
which causes slow convergence. Similarly, choosing this value equal to the European price means
that the price is overestimated. To enhance the speed of convergence we set the option value
at h as the interpolation between the surrounding grid points. Linear interpolation increases
the speed of convergence significantly, but testing shows that cubic interpolation performs even
better. The idea of this interpolation technique was already applied in trees by Derman, Kani,
Ergener and Bardhan (1995).

For the LV model we employ the Monte Carlo simulation approach. For all other models, the
Fourier transform method is applicable. We may treat the barrier option as a set of M European
options, each with maturity At and a payoff described by (7.2.3) for an up-and-out and (7.2.5)
for a down-and-out barrier option. Notice that the option prices should be resolved iteratively,
because these payoffs are not known in advance.

7.3 Napoleon Options

The important factors in the payoff of a Napoleon option are a known fixed coupon and the worst
returns of an index or an equity over specified time periods. A general Napoleon option has
multiple payoff coupons and each of the coupons consist of multiple so-called performances. The
performances can be capped or floored as well as the coupons. Adding a floor to a performance or
a coupon will rease the price of a Napoleon option, and the effect of adding a cap to a performance
or a coupon will bring the opposite. By adjusting the caps and the floors an investor can balance
between the price and the amount of risk he is willing to take. The performance P (without a
cap or a floor) is calculated as

P =ry+r -min(G;), (7.3.1)
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where 7y is a fixed coupon, 7 is a scaling factor and G; is as in (7.1.1). Suppose a coupon consists
of M performances P, m = 1,..., M. Then a coupon C (without a cap or a floor) is defined as

C=> Pn (7.3.2)

The cash flow amount equals the notional times the coupon: N - C.

Example 1 Consider a 4 year Napoleon option with annual coupons, semi-annual performances
and monthly returns. The notional equals 100, the Napoleon has a fized rate of 10%, there is no
scaling and the product is without any caps or floors. Each coupon is then calculated as

Cp=PF+PF k=1,2,34
where the performances Pf and PY are calculated as

PF =10% + min (G¥), Py=10%+ min (GF).

1=7,..,12

Here G¥ is the return of the i-th month of the k-th year.

The payoff of a Napoleon option is too difficult to fit into the PDE or FTM framework.
Therefore, this option is priced with the Monte Carlo method.

7.4 Rabo Top Europe Note and Rabo Deep Autocall Cer-
tificate

The Rabo Top Europe Note is a recently issued structured product by Rabobank International.
The underlying index of this product is the Dow Jones EUROSTOXX 50 Index. The note may
be seen as a combination of a lookback option and a barrier option. A detailed overview of the
characteristics of this product are presented in Appendix C. The option is priced by the Monte
Carlo method.

Another structured product which is recently issued by Rabobank International is the Rabo
Deep Autocall Certificate. This product guarantees a fixed redemption if the underlying reaches
a certain barrier at one of the prespecified observation dates. In that case, the product ceases to
exist. Otherwise, redemption is determined using the performance of the underlying. A detailed
overview of the characteristics of this product are presented in Appendix D. The option is priced
by the Monte Carlo method.

7.5 A Monte Carlo Pricing Methodology

The Monte Carlo Pricing Methodology can be applied to all models. The main drawback of
Monte Carlo techniques is its slow convergence, see section 5.5. Therefore, this technique will
only be applied in case of the Local Volatility (LV) model, for which the characteristic function
is not known, or when the product cannot be priced in another framework. Consider a uniform
time discretization tg < t; < --- < ty = T, where ty is the current date and T' the maturity of
the contract. Furthermore, consider the observation times #$% < t$%% < ... < 5 < T, where
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M is the number of observation dates. In general M is much smaller than N, M < N. In order
to calculate the returns we need to store the previous observation date, e.g. to calculate the
k-th return the (k — 1)-th observation value needs to be stored. As soon as the k-th observation
date is known, the return can be calculated and the k-th observation date becomes the previous
observation date. Observation dates can be between two time points, e.g. t; < tgbs < tit1. In
this case, the underlying value is calculated with linear interpolation.



Chapter 8

Calibration

So far, we have presented pricing methodologies for models with various parameters and exotic
options with sometimes complicated payoffs. The pricing methods assume that the model pa-
rameters are known. The way in which these parameters are usually calculated is presented in
this section. The idea is to find those parameters for which the difference between the vanilla
option model prices and market prices is minimized. This process is known as the calibration
process. Calibration of the local volatility model is done different from the other models and will
be treated separately. The models are calibrated to the Dow Jones EUROSTOXX 50 volatility
surface of 30 May 2006.

In order to obtain satisfactory results for inter-model risk, we calibrate a benchmark model
to the market and all other models to the benchmark model. This is because the calibrated
benchmark model, by definition, will have a smooth volatility surface. This will lead to small
calibration errors for all other models. This procedure is common in the financial industry. Our
benchmark model will be Bates model, because it is most likely to fit the market data best, as
it contains the largest number of parameters to calibate.

8.1 The Non-Local Volatility Models

The calibration process appears to be at first sight a straightforward process of minimizing an
objective function, which measures the difference between market prices and model prices. In
practice this process is not as straightforward as expected. Firstly, different objective functions
result in different optimal values for the parameters. Secondly, the objective functions have
several local minima. To find the global minimum one should apply stochastic optimization
techniques, e.g. genetic algorithms. This does not fit in the scope of this thesis. Here, we choose
to use a heuristic technique of choosing smart starting parameters and apply local optimization
techniques for calibration. With respect to the objective function, Ng (2005) concluded that the
so called Average Absolute Error (AAE) is the best objective function to use:

1 N _
AAE = N Z |Crznodel (0) - Clzna,rket’ ’ (811)
=1

where 0 denotes the set of model parameters and C; represents the call prices. Therefore, we
also use this objective function in the following chapters.
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For the calibration of the Bates model we find several local minima with the minima close to
each other. These parameters are presented in Table 8.1.1.

Set | A n ] Vg 1) £ W 0 AAE
1 0.108 | 0.170 | 0.163 | 0.024 | —1.000 | 0.345 | 0.110 | 0.000 | 4.395
2 0.147 | 0.191 | 0.137 | 0.026 | —0.905 | 4.329 | 0.016 | 0.018 | 4.831
3 0.142 | 0.189 | 0.139 | 0.026 | —0.906 | 4.329 | 0.017 | 0.018 | 4.747
4 0.153 | 0.193 | 0.135 | 0.026 | —0.912 | 4.425 | 0.016 | 0.018 | 4.964
5 0.143 | 0.189 | 0.138 | 0.026 | —0.906 | 4.329 | 0.017 | 0.018 | 4.765

Table 8.1.1: Different calibrated Bates parameters with calibration error

The first set of parameters in this table has a significantly lower objective function value than
the other sets. However, this set will not be used as our benchmark, because the parameters
are not very realistic. The correlation, p, indicates that the Brownian motion of the stock price
and the Brownian motion of the variance are perfectly negatively correlated, which is unrealistic.
Another issue is that the variance of the jump size gets zero. This means that whenever a jump
occurs it is always a jump of the same size, which is also unrealistic. The impact of the different
sets of parameters on the exotic option prices is relatively small. This is studied in detail in
Section 8.3. We choose the smallest objective function with a realistic set of parameters, which
is set 3, as our benchmark model.

The Black-Scholes model, the Heston model and the Variance Gamma model are calibrated
to this benchmark set. Again, several local minima are found, and we will use the lowest AAE.
The resulting parameters are presented in Table 8.1.2. Notice that for the BS model as well as
for the VG mdoel the AAE error is still significant.

Black-Scholes
oc=0.214 AAFE = 50.653
Heston
A =0.136, 7 =0.190, v = 0.144, vg = 0.029, p = —0.834 | AAE = 0.545
Variance Gamma
v =5.139, § = —0.116, 0 = 0.193 AAFE = 18.615

Table 8.1.2: Calibration results

8.2 The Local Volatility Model

To calibrate the local volatility model we need to find an explicit expression for the local volatility
function. The local volatility function reads, see equation (1.5.2),

9 :2%C(x,x,t)+u%0(x,x,t)+(T—M)C(m,x,t)'

o(x,t 5 -
(,¢) %C’(m,x,t) — %C (x,z,t)

(8.2.1)

So, we need to know the derivatives of the call prices, but we only know these call prices at fixed
points. In order tofind these derivatives we define an interpolation method to determine the
market prices for a complete price surface. Within Rabobank International the interpolation is
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done on the implied volatilities with a cubic spline interpolation in the strike direction and linear
interpolation in the time direction. With this surface we are able to approximate the derivatives
as follows:

0  C(z,z,t+ AT) - C (z,,t)

87TC (iC,.’b,t) - AT )

0 C(z,x+ Ak,t) — C (z,z — Ak,t)

grC mt) = 20k ’

0? C(z,x+ Ak,t) — 2C (z,z,t) + C (z,x — Ak,t)
@C (x,m,t) = Ak2 .

Further, we assume no dividends in this calibration. Therefore, i = r and (8.2.1) can be simplified

to
9 1o}
o (yt)? = 2L DD F IO 1)
550 (z,2,t) — ZC (z,2,t)

(8.2.2)

8.3 Results for Model Risk

For several exotic products we compare the value and delta for the different parameter sets.
For Bates model we will study the intra-model risk. For all other models we only examine the
differences between the models (inter-model risk). The products that are examined are defined
in the following tables. In Table 8.3.1 different cliquets (Section 7.1) are presented. We define
some abbreviations to safe space in the tables:

sa:  semi-annually , q: quarterly , Perf: performances,
LF: local floor , LC: local cap , Mat: Maturity
Name Mat Frequency LF LC Floor Cap

Cliquetl | T = sa F;=-0.1 C;=0.1 F = C=0.15
Cliquet2 | T'= sa F=-0.1 C;=0.1 F = C=05
Cliquet3 | T=1 | sa F;=—-0240.05 | F;=0.05; | F=0 | C =10"
Cliquetd | T =3 | sa Fi=—02+0.05 | F;=0.05 | F=0 | C=10"
Cliquets | T=1 | monthly | Fj= —10° C;=003 | F=0|C=0.3
Cliquet6 | T = monthly F;=—10° C;=003 | F= C=09

Table 8.3.1: Cliquet settings, Notional = 100

In Table 8.3.2 the essential features of the barrier option (Section 7.2) are described.
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Name Strike Mat | Frequency | C/P Barrier U/D | Rebate

UCl1 K=25, T=1] sa Call | H=13-5p | Up R =

UucC2 K=09-S | T=1]sa Call | H=1.1-Sy | Up R=0

UuC3 K=25, T =1 | monthly Call | H=13-5p | Up R=0

UcC4 K=09-5Sy | T=1 | monthly Call | H=1.1-5y | Up R =

UCs K=25, T = 3 | annually Call | H=1.3-5y | Up R=5

UcCe K =095y | T=3 | annually Call | H=1.1-5y | Up R=5

DP1 K =25, T=1]|sa Put | H=08-Sy | Down | R=0

DP2 K=11-8 | T=1] sa Put | H=09-Sy | Down | R=0

DP3 K=25, T =1 | monthly Put | H=08-5y | Down | R=0

DP4 | K=11-Sy | T =1 | monthly Put | H=09-S5y | Down | R=0

DP5 | K =295 T =3 | annually Put | H=08-S5yp | Down | R=5

DP6 K=1.1-5y | T =3 | annually Put | H=09-S5p | Down | R=5

Table 8.3.2: Knock-out barrier settings, Sop = 100

Name Mat Coupons | Perf | Returns LF LC Floor Cap
Napl | T = annually | sa monthly | F;=0.02 | C;=0.1 F=0 C =10"
Nap2 | T'=4 | annually | sa monthly | F;=0.02 | C;=0.1 F=0 C =10
Nap3 | T'=2 | annually | sa q F,=0.02 | C;=0.1 F=0 C =10
Nap4 | T'=2 | annually | q monthly | F;=0.02 | C;=0.1 F=0 C =10
Naph | T =2 | sa q monthly | F;=0.02 | C;=0.1 F=0 C =10
Nap6 | T'=2 | annually | sa monthly | F;=0.02 | C;=0.1 F=005|C=0.15
Nap7 | T'=2 | annually | sa monthly | F;=0.01z | C;=0.05; | F =0 C =10

Table 8.3.3: Napoleon settings, notional = 100, fixed rate = 8% and scaling =1

And Table 8.3.3 presents several Napoleon options (Section 7.3).
The delta is approximated numerically:

AV V(S+hT)-V(S—hT)

A=a5~ o )

(8.3.1)
where h = 0.1. In the computations we assume a risk-free interest rate of 5%, i.e. 7 = 0.05. The
maximum differences are calculated as relative difference between the largest and smallest price:

max (V;) — min (V;)
max (V;)

max. diff. =

8.4 Intra-Model Risk

Intra-model risk is defined as the maximum price difference within one model for a certain
derivative. Here the intra model risk for Bates model is approximated by looking at the maximum
price difference between the five parameter sets as specified in Table 8.1.1. We will consider the
derivatives that are described in the beginning of this chapter.

For all products we only notice small price differences. Especially the Napoleon option does
not seem to be really dependent on the set of parameters.

The Barrier option is the most sensitive product to the parameter sets. Though, the price
differences are still limited, but the maximum difference in the delta is considerable. If we take
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Set 1 2 3 4 5 max. diff.
Cliquet1 5.50 5.58 5.57 | 5.59 5.57 1.61%
Cliquet2 | 12.27 | 12.59 | 12.54 | 12.62 | 12.54 2.77%
Cliquet3 4.75 4.83 4.82 4.84 | 4.82 1.86%
Cliquet4 | 27.33 | 27.85 | 27.83 | 27.88 | 27.83 1.97%
Cliquet5 2.53 2.60 2.58 2.60 2.58 2.69%
Cliquet6 2.28 2.32 2.29 2.32 2.29 1.72%

Table 8.4.1: Cliquet option prices under Bates

a closer look at were the differences come from, we notice that for all products the results of the
first set differs a lot from the other sets. As discussed before, this set is unrealistic and should
not be used because of that reason. If we only consider the remaining sets all differences in the

prices and deltas are even smaller.

Set 1 2 3 4 5 max. diff.

Vv A Vv A V A Vv A Vv A Vv A
UC1 | 3.26 0.17 | 3.20 0.16 | 3.21 0.16 | 3.19 0.16 | 3.21 0.16 | 2.15% | 5.81%
ucz2 | 2.77 0.05 | 2.67 0.04 | 2.67 0.04 | 2.66 0.04 | 2.67 0.04 | 3.97% | 4.35%
UC3 | 3.43 0.19 | 3.34 0.18 | 3.34 0.18 | 3.33 0.18 | 3.34 0.18 | 2.92% | 7.89%
UC4 | 2.15 | —0.06 | 2.03 | —0.06 | 2.03 | —0.06 | 2.03 | —0.06 | 2.03 | —0.06 | 5.58% | 8.06%
UC5 | 2.50 0.07 | 2.48 0.06 | 2.48 0.06 | 2.48 0.06 | 2.48 0.06 | 0.80% | 4.55%
UC6 | 2.60 0.06 | 2.58 0.06 | 2.59 0.06 | 2.58 0.06 | 2.59 0.06 | 0.77% 1.59%
DP1 | 437 | —0.10 | 4.42 | —0.08 | 4.40 | —0.08 | 4.42 | —0.08 | 4.40 | —0.08 | 1.13% | 24.75%
DP2 | 3.57 0.14 | 3.46 0.14 | 3.45 0.14 | 3.44 0.14 | 3.45 0.14 | 3.64% 1.46%
DP3 | 3.32 | —0.07 | 3.35 | —0.06 | 3.34 | —0.06 | 3.35 | —0.06 | 3.34 | —0.06 | 0.90% | 18.57%
DP4 | 2.59 0.12 | 2.48 0.13 | 2.47 0.13 | 2.48 0.13 | 2.47 0.13 | 4.63% | 6.20%
DP5 | 3.87 | —0.04 | 3.86 | —0.04 | 3.85 | —0.04 | 3.85 | —0.04 | 3.86 | —0.04 | 0.52% | 2.78%
DP6 | 4.07 | —0.03 | 4.06 | —0.03 | 4.05 | —0.03 | 4.05 | —0.03 | 4.05 | —0.03 | 0.49% | 3.85%

Table 8.4.2: Barrier option prices and delta’s under Bates

In order to detect which specific setting has a greater contribution to the differences, we have
looked at several settings for each product. Though, we do not notice that any specific setting
causes a larger risk.

Set 1 2 3 4 5 max. diff.
Napl | 20.46 | 20.58 | 20.55 | 20.56 | 20.55 0.58%
Nap2 | 38.15 | 38.48 | 38.37 | 38.45 | 38.39 0.86%
Nap3 | 20.49 | 20.57 | 20.52 | 20.58 | 20.55 0.44%
Nap4 | 53.31 | 53.50 | 53.45 | 53.51 | 53.47 0.37%
Nap5b | 53.98 | 54.19 | 54.11 | 54.16 | 54.14 0.39%
Nap6 | 19.53 | 19.59 | 19.59 | 19.57 | 19.57 0.31%
Nap?7 | 20.85 | 21.00 | 21.00 | 21.04 | 21.01 0.90%

Table 8.4.3: Napoleon option prices under Bates
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8.5 Inter-Model Risk

Inter-model risk is defined as the maximum price difference between all models for a certain
derivative. Here we approximate this risk by studying the maximum price difference between
the Bates model, the Heston model, the variance gamma model, the Black-Scholes model and
the local volatility model. Furthermore, we value the quality of each model for certain properties
and try to give a foundation for our choices. For all products inter-model risk is much greater
than intra-model risk. In most of the cases the variance gamma model and the Black-Scholes
model give very different results. Both the variance gamma model and the Black Scholes model
cannot fit the Bates implied volatility surface well, which causes the error.

Bates | Heston | VG BS LV | max. diff.
Cliquetl 5.57 559 | 884 | 4.51 5.52 48.98%
Cliquet2 12.54 12.62 | 21.02 | 8.97 | 11.61 57.33%
Cliquet3 4.82 4.84 | T7.76 | 3.88 | 4.67 50.00%
Cliquet4 | 27.83 27.99 | 27.78 | 26.59 | 28.29 6.01%
Cliquet5 2.58 2.61 9.85 1.55 | 2.86 84.26%
Cliquet6 2.29 2.32 | 14.28 | 0.70 | 3.08 95.10%

Table 8.5.1: Cliquet option prices

If we only consider the remaining three models, then the differences are much smaller. Espe-
cially Bates and Heston prices are almost similar. It is interesting to compare the local volatility
model to the Bates model as the calibration error is zero in that case. The maximum difference
for the cliquets is then 26%, for the discrete knock-out barrier it is 54% and for the Napoleon
options it is 39%.

Bates Heston VG BS LV max. diff.

V A vV A V A Vv A Vv A Vv A
UC1 | 3.21 0.16 | 3.20 0.16 | 9.33 0.69 | 4.82 0.12 | 7.01 0.57 | 65.70% | 82.61%
UC2 | 2.67 0.04 | 2.64 0.04 | 2.35 | —0.32 | 2.58 | —0.05 | 2.95 0.29 | 20.34% | 209.40%
UC3 | 3.34 0.18 | 3.32 0.17 | 9.30 0.69 | 3.93 0.06 | 6.51 0.55 | 64.30% | 91.30%
UC4 | 2.03 | —0.06 | 1.99 | —0.06 | 1.85 | —0.39 | 1.44 | —0.08 | 1.75 0.19 | 29.06% | 300.72%
UC5 | 2.48 0.06 | 2.48 0.06 | 4.97 | —0.09 | 4.15 0.04 | 5.05 0.28 | 50.89% | 131.89%
UC6 | 2.59 0.06 | 2.58 0.06 | 4.07 0.02 | 3.70 0.04 | 3.81 0.10 | 36.61% | 80.56%
DP1 | 4.40 | —0.08 | 4.41 | —0.07 | 0.76 | —0.03 | 2.67 | —0.08 | 2.01 | —0.22 | 82.77% | 640.33%
DP2 | 3.45 0.14 | 3.40 0.13 | 1.21 | —0.09 | 2.71 0.01 | 2.61 | —0.31 | 64.93% | 318.29%
DP3 | 3.34 | —0.06 | 3.33 | —0.05 | 0.62 | —0.03 | 2.06 | —0.03 | 1.58 | —0.19 | 81.44% | 530.67%
DP4 | 2.47 0.13 | 2.44 0.13 | 0.97 | —0.08 | 1.61 0.06 | 1.71 | —0.23 | 60.73% | 273.69%
DP5 | 3.85 | —0.04 | 3.85 | —0.04 | 1.58 | —0.03 | 2.50 | —0.06 | 1.92 | —0.08 | 58.96% | 176.67%
DP6 | 4.05 | —0.03 | 4.05 | —0.03 | 1.90 | —0.04 | 3.02 | —0.06 | 2.46 | —0.09 | 53.09% | 210.33%

Table 8.5.2: Barrier option prices and delta’s

If we look at the delta’s for the barrier options, we notice huge differences. These differences
are mostly due to inaccurate approximations in the local volatility model, for which the Monte
Carlo method is used. The delta’s are not yet converged and the memory of the computer could
not handle more simulations.



58

Bates | Heston | VG BS LV | max. diff.
Napl 20.55 20.72 | 27.60 | 10.76 | 12.62 61.01%
Nap2 38.37 38.77 | 52.59 | 20.52 | 23.35 60.98%
Nap3 20.52 20.71 | 31.43 | 18.26 | 20.07 41.90%
Nap4 53.45 53.67 | 60.86 | 32.08 | 35.39 47.29%
Nap5 54.11 54.39 | 61.62 | 32.51 | 35.84 47.24%
Nap6 19.59 19.66 | 24.69 | 11.60 | 13.23 53.02%
NapT7 21.00 21.14 | 25.08 | 11.97 | 13.52 52.27%

Table 8.5.3: Napoleon option prices

The Rabo Top Europe Note and the Rabo Deep Autocall Certificate are both not really model
dependent. The price differences are much smaller than for the other products and if we compare
the Bates model to the local volatility model then the price differences are less than 2% for both
products.

‘ Bates ‘ Heston ‘ VG ‘ BS ‘ LV ‘ max. diff.
RTEN 1.18 1.18 | 1.15 | 1.25 | 1.16 8%
RDAC 1.00 1.00 | 1.00

Table 8.5.4: Prices of the Rabo Top Europe Note (RTEN) and the Rabo Deep Autocall Cer-
tificate (RDAC)

Finally, in Table 8.5.5 we present a valuation of certain properties within each model. Here
we give marks from 5 for very good to 1 for very poor.

Bates | Heston | VG | BS | LV
Empirical features 5 4 3 1 2
Implementable 2 3 4 5 5
Fast pricing routines available 3 3 4 5 2
Intuitively understandable 4 4 1 5 3
Calibration 3 4 2 1 5
Hedgeable 2 4 1 4 )

Table 8.5.5: Valuation of model properties

It is well known that jumps are observed in the market, but a more important feature is the
stochastic volatility. Bates contains both, so gets the highest mark for the empirical features.
Since stochastic volatility is a more important feature than the jumps Heston is the runner up
and variance gamma is third. Both Black-Scholes and local volatility do not have stochastic
volatility or jumps. Though, local volatility takes into account the current volatility structure
and therefore scores higher than the Black-Scholes model.

If we consider the implementability of the models we encounter several problems especially
in case of the stochastic volatility models. That is why they have the lowest scores. The mark
for the Bates model is even lower, because implementing a PIDE for this model would be very
difficult. For Heston only a PDE has to be implemented. Black-Scholes and local volatility are
valued best. This is because their implementation is straightforward and easy to understand.
Handling the integral in the variance gamma model provides the lower score for this model.

Black-Scholes is the best model if we look at the applicability of fast pricing routines. All
methods can be implemented in this framework and simulation can be done analytically, which
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saves a lot of time. Variance gamma follows as second. Its only drawback is the integral in the
PIDE approach. Heston and Bates are third, because the two-dimensional PDE is much more
time consuming, simulations cannot be done analytically and callable options in the quadrature
framework become more problematic as well. The local volatility model obtains the lowest grade,
because quadrature techniques are not available at all. Furthermore simulations can also not be
done analytically.

Black-Scholes is by far the most easy and understandable model. As stochastic volatility
and jumps are observed in the market the model can easily be extended to Heston (stochastic
volatility) and Heston with Poisson distributed jumps. Variance gamma is very difficult to
understand, because in this model stochastic time is introduced to obtain jumps. In this way it
is very difficult to give an intuitive meaning to the parameters. The local volatility model looks
a lot like the Black-Scholes model. Though, the local volatility function is an artificial function
to make sure that all vanilla options can be priced back.

Of course the local volatility model is the best when considering the calibration process. It
is easy and the calibration error is zero. Bates is the second model to fit the market data best.
This is because it has more free parameters than e.g. Heston. Though, Heston is rated better for
this certain property. The reason for this is that the calibration in Bates model is very difficult.
Many times an unrealistic solution at the boundaries is obtained. Fourth and fifth are variance
gamma and Black-Scholes, respectively. For these models the calibration error becomes quite
large.

Hedging can easily be done within the Black-Scholes and local volatility framework. The mark
of Black-Scholes is lower, because the hedging parameters are less accurate. Heston has accurate
parameters, but an underlying must be hedged with two options. Bates is fourth, because the
finite amount of jumps cannot be hedged. Variance gamma is fifth, because hedging an infinite
amount of jumps is even more problematic.



Chapter 9

Conclusions and Recommendation for
Model Risk

In the third part of this thesis we focused on the determination of model risk. In the definition
of model risk, we distinguished intra- and inter-model risk. We defined intra-model risk for
a certain contract as the maximum price difference within one model, given that the model is
adequately calibrated to the initial market prices. These differences arise due to different starting
parameters or objective functions in a calibration. Inter model risk is the traditional model risk,
i.e. the maximum price difference over various models, given that the models are adequately
calibrated to the initial market prices.

In Chapter 8.3 we started with the evaluation of intra-model risk. For this purpose we valued
several exotic products for different sets of parameters in the Bates model (stochastic volatility
with Poisson jumps). These sets of parameters were found by a calibration due to different
starting parameters and multiple local minima. The model was calibrated to the EUROSTOXX
50 volatility surface. It turned out that intra-model risk is not a significant contribution to the
total risk. Especially when considering realistic sets of parameters, intra-model risk is negligible
when comparing it to inter-model risk.

For inter-model risk we compared several exotic option prices under the Bates model, the
Heston model, the variance gamma model, the Black-Scholes model and Dupire’s local volatility
model. All model were calibrated to Bates model, which was itself calibrated to the EUROSTOXX
50 volatility surface. With these calibrated parameters the variance gamma and Black-Scholes
model gave completely different option prices. However, both models cannot be calibrated well to
the Bates implied volatility surface, which causes a large calibration error. This makes it difficult
to determine whether these differences are due to model risk or to calibration risk. Improved
calibration algorithms for these models with multiple optimal parameter sets requires further
research. This may give better results for e.g. the variance gamma model.

Therefore, in the present financial engineering context it was more interesting to evaluate the
remaining three models: Bates, Heston and local volatility. Heston’s model could fit the Bates
implied volatility surface very well. The calibration error was small and the exotic option prices
were almost similar. For the local volatility model the price differences were more significant.
The local volatility model is, by definition, calibrated perfectly, i.e. the calibration error is zero.
This means that the differences are only due to the model’s characteristics. The discrete knock-
out barrier option is a model dependent product. Over all considered barriers the maximum
price difference between Bates and local volatility was 54%. Other model dependent products
are the cliquet and the Napoleon option. Though, price differences are less significant. Over
all considered cliquets and Napoleon options the maximum price differences between Bates and
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local volatility were 26% and 39%, respectively.

Finally, we conclude that the Heston model is the best model for pricing exotic options. This
model contains the most important empirical feature, stochastic volatility. The Bates model also
contains this feature and in addition it has jumps, which makes to model even more realistic,
but huge drawbacks are that the calibration process is more difficult and the jumps cannot be
hedged. In case of Heston a perfect hedge can be formed and the calibration process is easier. The
remaining model properties are less important and approximately similar for Bates and Heston.
The remaining models gave large calibration errors (variance gamma and Black-Scholes) or did
not have the important empirical features (Black-Scholes and local volatility).

We end this chapter with some suggestions for further research:

e In this thesis we used a heuristic calibration technique. We suggest to improve the calibra-
tion process by using more advanced optimization techniques, e.g. genetic algorithms or
Krieging. We also suggest to get a grip on the optimization techniques used in standard
programs like Microsoft Excel. These techniques seem to find a local minima, but we do
not have a clue on how these methods function.

e Many different payoffs exist and probably many of those can be calculated with quadrature
techniques. It would be interesting the study the applicability of quadrature techniques to
more kinds of exotic payoffs. And it would be interesting to examine the model risk for
those payoffs.

e We noticed that the variance gamma model could not be calibrated well to the Bates implied
volatility surface. This may be due to the dynamics, but it has also less free parameters
than the Bates model. Another purely jump model is the CGMY model, which has more
free parameters than the variance gamma model. We suggest to consider more different
models, e.g. the CGMY model, to obtain a better view on which features are important in
a model.
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Appendix A

Derivation of the Local Volatility
Function

In this section we derive the local volatility function. Let us start with the representation of two
important results in finance, which are necessary for the derivation.

Theorem 1 (Feynman-Kac) Assume that F is a solution to the boundary value problem

oF 2 PF or —
F(z,T) = g(zr). (A.0.2)

Assume furthermore that the process o (z (t),t) %—5 is in L2, with x defined below, then F has

the representation as follows:

F(z,t) = e " T YE, [g (x7)], (A.0.3)

where x satisfies the SDE
dr(s) = p(x(s),s)ds+o(z(s),s)dW (s), (A.0.4)
z(t) = = (A.0.5)

Proof. For any twice differentiable function ¢ It6’s lemma gives

06 (x(s),5) = {gf+u<x<s>,s>§§+;m(s),sfg;s}dmms),@g;ﬁdww

When choosing ¢ = "™~ F (z (s),s), with F (x (s), s) the solution of (A.0.1), we get

d (er(Tfs)F (z () ,s)) =o(xz(s),s) eT(Tfs)g—idW (s).
Integrating and taking the expected value proves the theorem:
E, {d (er(T—S)F (z(s), 8))] = [ {0 (z(s),5) GT(T_S)%CZW (s)]
E, [F (@ (T),T) — " T=OF (z (¢) ,t)} = 0
B¢ [F (x(T),T)] = " T VE [F (2 (¢),1)] = 0,
By [F (z (1) ,1)] e " TVE, [g (7)),
F(z(t),t) e " TIE, [g (2r)] -
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Theorem 2 (Kolmogorov forward equation) Assume that x is a solution to the equation
de (t) = p(z(t),t)dt+ o (x(t),t)dW (1), (A.0.6)
where p(x (t),t) and o (x (t),t) are bounded functions. Assume further that x has a transition
t

density p (z (s),s;xz (t),t). Then p satisfies the Kolmogorov forward equation

% 1 0 o .0] - Ll ® .00l @) eRx Q). (A0

p(z(s),s5@(t),t) = 0u(s), astls, (A.0.8)
where §, is the Dirac delta function.

Proof. Consider a twice differentiable function h (y), with the condition that h (y) = &' (y) =0
fory <0and lim h(y) = lim A’ (y) = 0. Itd’s lemma holds for any twice differentiable function.
y—o00 y—00

Therefore we have

i (®) = {0, 52+ o 001 53 b+ 0 @ (0.0 Saw ().
So,
o) = (oo + ]l )0 5+ o o) T b du+ o (o)) Graw (),
and

fh t)) pdx (t) = h (z (s)) +]?,u(m(u) ,u) a—pdw(u)du—i— %}?U(m(u),u) agjﬂ)dm(u)du
Differentiate with respect to t to get
oo %) 2
T (®) Pdo(t) = Tute (0.0 Gopde 0+ 4 [ o @ (0).0)* G oo 1)
Integrating by parts yields
T (o (0).0) Gopda (t) = b (@ (0) 1 (@ 00y = [ 1 (0) 2 In 2 (6. D)2l d ()
=0
and
oo 5 0%h oh 5 17 ° 0h 0 2
{U( (t),t) 2 dx (t) = [ama(az(t),t) p}x(t) ) 9292 [ (x(t),t)" p|dx(t),
=0
0 s 117
- e g [ewo])
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Therefore,

T (®) G (@) = = T 1@ (0) 3 bn (@ 0.0 de (03 T (o 0) 55 [ (0,7 8] do 1),

or equivalently,

Tra®) |2+ 5 .00~ b5 [0 @.075] | a0 =0

The last equation holds for every function & that satisfies the conditions described at the begin-
ning of the proof. It implies that

2
gf—’_ aa [ (z (t),t) p] — ;% J(x(t),tfp} =0.

Recall that the PDE in the local volatility model reads, see (1.5.3),

ov 0?V oV

a7 =37 gt (r s @)’) 5o v, (409
where 7 =T — t. Denote u (z,t) = V (z,7), then we have

8u 2 (92 1 2 au .

54-7 o (z,t) 82+( _5U(x’t))%_m_0’ (A.0.10)

with the final condition u (z,T) = g (zr). According to the Feynman-Kac theorem the option
price u (z,t) can be calculated as

u(z,t)=e T [ g(xr)p(z,t;zr, T)der. (A.0.11)

— 00

In particular, consider the present value of a call option. We have that
C (z,k,t) D[ (e — ) p(a, t;ap, T) dar, (A.0.12)
k

where k = log K. We would like to differentiate equation (A.0.12). For this we use the following
lemma.

Lemma 3 Consider a function f(x,k), which is continuous in x and differentiable in k. Pur-
o0

thermore, assume that [ f(x,k)dz < co. Then we have:
k

ff k) d Ofoaf LIFR (A.0.13)
k
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Proof.
N . k+A k
ak{f(m’k)dx = = A
oo kE+A
_ li k+A k
A—0 A
oo k+A
J @ k+A)~ f(x,k)de [ f(ak)da
= lim 22 — lim
A—0 A A—0 A

Since f (z,k) is continuous in z there exists a function F (z,k) such that: 2 (2,k) = f (,k).
Therefore,

0 . y—oo
e f@hde = A
o PO AK) — F (. K)
A—0 A
. OF OF OF

where ‘Z—Ilj (k, k) is the derivative to the second argument and ‘?9—1; (k, k) the derivative to the first
argument.

° IF (z, k)

800
%{f(x’k)dx - { ko

* 0f (w,h)
= ————=dx — f(k,k).
[ g f (. h)

dz — f (k. k)

With this result we can easily calculate the first and second derivatives to k of (A.0.12):

%C(x,k,t) = —e "I [ by (2, tyap, T) dar, (A.0.14)
k
0? o0
@C (z,k,t) = —e~T(T=1) Ik efp (x, t;xp, T) dop + e "Itk (z,t:k,T)
k
= %C (z,k,t) + e " T Vekp (x,t; k, T) (A.0.15)

Now, from Theorem 2 we know that this transition density must satisfy the Kolmogorov forward
equation. Thus p (x (s), s;z (t),t) solves

gf% [0 (wTaT)Qp} - % [(u —lo(z(t) ,t)Q) p} — o =0. (A.0.16)

N



APPENDIX A. DERIVATION OF THE LOCAL VOLATILITY FUNCTION 69

We multiply this by e~"(T—%) (exT — ek)Jr and integrate the comple expression, giving

T 08 07 or .
%e (T-1) { @ [a (xT,T)2p} (e —ek) dxp
(A.0.17)

_ L — olx xT T 3p
r(T—t) 1 2 k _ r( t)oo - &
{ a;(;T |:( 2 ( (t) ’t) )] :| ( € ) dz? € { an (6 —€ ) d:Z?T =0.

The first term can be integrated by parts to give

1<>o 62 9 A
5{@ [O'(JIT,T) p] (ezT—e )darT

N|—

k
o0
= 1o 2 pek + L [ o (xr,T)? pe** dor (A.0.18)
k
The second term in (A.0.17) can be integrated by parts to give
_ ¥ g _ 1 2 zr _ Lk
| 5 [(,u 50 (z(T),T) )p] (e e*) dxp
00 0o
_ 1 2 zr _ Lk 1 2 z
= [l(e-go @@ ) e =] T(r-do @), 1)7)p] eder
=0
(o) o 2
= [ e dzr — [ io(z(T),T)" pe" dxr. (A.0.19)
k k

The last term in equation (A.0.17) can be integrated directly giving

B T Y'Y R
k

0 8
_—r(T—t) r(T—t) _ .
e 9T {e C (z, k,t)} =7 C(z,k,t) —rC(x,k,t).
(A.0.20)

So, when substituting (A.0.18), (A.0.19) and (A.0.20) into (A.0.17) we obtain
%e"'(T_t)a (k,T)? pe* + %e_r(T_t) [o (zr,T)? pe* dar
k

iC(:zmk,t) —rC (z,k,t) =0

+e 7T [ ppettdoy — Lem" T [ g (a(T),T)? pe™ dap — 5T
k 3
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a—TC' (x,k,t) —rC (x,k,t) = 0.

Equations (A.0.12), (A.0.14) and (A.0.15) can be used to make a substitution giving

, o 7]
3o (k, 1) pet + 7T [ ppe” day —
k

1o (k,T)? a—zC(x k t)—QC(x k,t)
2 9 8](52 s vy 8](5 s My

+pu <C (z,k,t) — iC(w,k,t)) - %C(w,k,t) —rC (z,k,t) = 0.

Re-arranging this gives the local volatility function in terms of k and 7"

iC'(J’Ukﬂf) + /”'%C(‘T7k7t) + (7“ - /.L) C(.%‘, kvt)

o(k,T)* =29T .
G50 (z,k,t) — ZC (. k,1)

. (A.0.21)

After substitution of x for k and ¢ for T, we find the appropriate local volatility function:

2.0 (x,z,t) + M%C (x,z,t) + (r — p) C (z,z,t)

o(z,t)? =29T
;—;C (x,z,t) — %C’ (z,z,t)

(A.0.22)
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Derivation of the CCF of Heston

The derivation of the characteristic function of the logarithm of the stock given the initial variance
and given the variance at maturity is presented is this section. For this derivation we write the
dynamics of the Heston model in a different manner:

de(t) = (r — 5ol > dt + p/v (1) AW (£) + /1 — p2/v (£)dWs (t) (B.0.1)
dv(t) = =Xw(t)—1v)dt+ny/v(t)dWy (t) (B.0.2)
From (B.0.1) and (B.0.2) it follows that
xr = xo+7 (T —to) —ff ds—l—pf\/ $)dW1 (s) ++/1—p f\/ s)dWs (s), (B.0.3)
v = vg+ Mo (T —to) )\f s)ds+mn f Vo (s)dWi (s (B.0.4)
Rewrite (B.0.4) as
77}1 VU (8)dWr (s) =vp —vg — A0 (T —to) + )\?v (s)ds (B.0.5)
and substitution of (B.0.5) into (B.0.3) gives
1T
xr—x9 = 1(T—1ty) — itfv(s)ds
+§ (vT —wvg — N0 (T —tg) +)\jv s ds) ++/1 pQZf Vv (s)dWsy (s)
P _ Ap 1IN T
= r(T—t0)+5(vT—vo — X0 (T —tg)) + (77 - 2)1{1)(8)&9
T
+/1—p2 Zf Vv (s)dWs (s)

T
Notice that [ /v (s)dWs (s)
to

T
to [v(s)ds.
to

is normally distributed with zero expectation and variance equal

Denote by Z the standard normal cumulative distribution function, then the
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characteristic function p (w) conditional on vy and vy reads

Eto [eiw(mT —x0)

T
where V := [v(s)ds.
to

Eto [eiw(zT —x0)

ur]

ur]

= B, [exp (iw [r (T — to) + % (vr —wvo — X0 (T — to))

M—lTvss —QTUSS
+<’7 2>f (s)ds++/1—p t{ (s)dsZ

to

= exp <iw {r (T — to) + % (vr —wvo — A0 (T — to))D

T [T
exp (iw <);7'0 - ;) ffov(s) ds + iwy/1 — p? fj[;v(s) dsZ)

= exp (z’w {r (T —to) + % (vr —vo — A (T — to))D
1}T:| )

1
X By, [exp (iw ()\p - 2) V +iwy/1 — p2\/VZ>
n

X Eto

Using the tower property for expectations we obtain

= exp <iw {r (T —to) + % (vr —wvo — AT (T — to))D
x By, [Eto [exp (iw (An” - ;) V4 iwﬂﬁ/Z)
= exp <7jw [r (T —to) + % (vr —wvo — A0 (T — to))D

[ (o 1 1
X By, _exp(zw(n2>v2w2(1p2 V)

o]

)
= exp <z’w |:T‘(T—to)+z(UT_UO_/\U(T_tO)) )

x By, | exp (z [w <Anp - ;) + %M (1- p2)} zv (s) ds)

— exp (w [7‘ (T — to) + % (v — vo — AT (T — to))D (B.0.6)

Ap 1 1.
x@(w(n—2>+22w2(1—p2)>,
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T

with @ (a) the characteristic function of [ v (s)ds given vy and given vr. In Broadie and Kaya
to

(2004) it has been shown that

0 (a) e_%('Y(a)_)‘)(T_tO) (1 — e_A(T_tO))

A (1 — @*V(G)(T*to))
% oxp (vo +op [A(L+e M)y (a) (1 + e (@T—h0)) 1 )

®(a) =

7 e T—t) | — e 0@T )

1
4v(a)e” 37(a)(T—tg)
I%dq [ Yovr 2 (1—e— 1@ T=10))

; e BT
2d—1 |V VoUT UQ(I,S—A(T—tO))

X

(B.0.7)

where 7 (a) = \/A* — 2n2ia, d = 4v\/n? and I, () is the modified Bessel function of the first
kind.



Appendix C

Rabo Top Europe Note

Underlying index

Dow Jones EUROSTOXX 50 Index

Fixing Date
Launch Date
Issue/ Payment Date

9 June 2006
12 June 2006
16 June 2006

Final Valuation Date 9 June 2014
Maturity Date 16 June 2014
Notional EUR 100

Barrier Level

60% of the closing value of the Underlying Index on the
Fixing Date

Redemption per Note in Cash

On the Maturity Date there are two possible redemption
scenarios:

1) If Index finq > H, the Notes will be redeemed
according to the following formula: N {ndcmax

Indexinit

2) If Index finar < H, the Notes will be redeemed

Indexfinal

according to the following formula: N ==~ ”

where:

- Index,x: The highest recorded closing value of the
Underlying Index on any of the Monthly Observation Dates

- Index;,;:: The closing value of the Underlying Index on the
Fixing Date

- Index finqi: The closing value of the Underlying Index on the
Final Valuation Date

- N: The Notional Amount

- H: The Barrier Level

Monthly Observation Dates

9th of each Month, with the first on the Fixing Date and the
last on the Final Valuation Date: 97 Observations

If a Valuation Date is not a Business Day, the next
Business Day will be the Valuation Date

Table C.0.1: Rabo Top Europe Note
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Appendix D

Rabo Deep Autocall Certificate

Underlying index

Dow Jones EUROSTOXX 50 Index

Fixing Date/ Payment Date

6 June 2006/ 13 June 2006

Final Valuation Date 9 July 2012
Maturity Date 11 July 2012
Notional EUR 100

Early Redemption in % per
certificate

Certificates will be redeemed early:

At 108.45% on DATE1 if INDEX1 > 90% of the INDE X ;.54
At 116.90% on DATE2 if INDEX2 > 90% of the INDE X4
At 125.35% on DATE3 if INDEX3 > 90% of the INDE X,
At 133.80% on DATE4 if INDEX4 > 90% of the INDE X ;.14
At 142.25% on DATES5 if INDEXS5 > 90% of the INDE X,
where:

- DATFE1: 20 June 2007

- DATE?2: 18 June 2008

- DATFE3: 24 June 2009

- DATFE4: 30 June 2010

- DATED5: 6 July 2011

- INDEX1: The closing price of the index on 18 June 2007

- INDEX?2: The closing price of the index on 16 June 2008

- INDEX3: The closing price of the index on 22 June 2009

- INDEX4: The closing price of the index on 28 June 2010

- INDEX5: The closing price of the index on 4 July 2011

Final Redemption in % per
certificate

If the certificate does not get called early, the Final
Redemption will be as follows:

1) If P > 60%: Redemption is 150.70%

2) If P < 60%: Redemption is P

where:
initial
- INDEX ¢inai: The closing price of the Underlying on the Final

Valuation Date
- INDEX;pit: The closing price of the Index on the Fixing Date

Table D.0.1: Rabo Deep Autocall Certificate
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